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Abstract—Rare class problems are common in real-world applications across a wide range of domains. Standard classification algorithms are known to perform poorly in these cases, since they focus on overall classification accuracy. In addition, we have seen a significant increase of data in recent years, resulting in many large scale rare class problems. In this paper, we focus on nonlinear kernel based classification methods expressed as a regularized loss minimization problem. We address the challenges associated with both rare class problems and large scale learning, by 1) optimizing area under curve of the receiver characteristic in the training process, instead of classification accuracy and 2) using a rare class kernel representation to achieve an efficient time and space algorithm. We call the algorithm RankRC. We provide justifications for the rare class representation and experimentally illustrate the effectiveness of RankRC in test performance, computational complexity, and model robustness.
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1 INTRODUCTION

In many classification problems samples from one class are extremely rare (the minority class), while the number of samples belonging to the other class are plenty (the majority class). This situation is known as the rare class problem. It is also referred to as an unbalanced or skewed class distribution problem. Rare class problems naturally arise in several application domains, for example, fraud detection, customer churn, intrusion detection, fault detection, credit default, insurance risk and medical diagnosis.

Standard classification methods perform poorly when dealing with unbalanced data, e.g. support vector machines (SVM) [1], [2], [3], decision trees [1], [4], [5], [6], neural networks [1], Bayesian networks [7], and nearest neighbor methods [4], [8]. Most classification algorithms are driven by accuracy (i.e. minimizing error). Since minority examples constitute a small proportion of the data, they have little impact on accuracy or total error. Thus majority examples overshadow the minority class, resulting in models that are heavily biased in recognizing the majority class. Also, errors from different classes are assumed to have the same costs, which is usually not true. In most problems, incorrect classification of the rare class is more expensive, for instance, diagnosing a malignant tumor as benign has more severe consequences than the contrary case.

Solutions to the class imbalance problem have been proposed at both the data and algorithm level. At the data level, various resampling techniques are used to balance class distribution, including random under-sampling of majority class instances [9], over-sampling minority class instances with new synthetic data generation [10], and focused resampling, in which samples are chosen based on additional criteria [8]. Although sampling approaches have achieved success in some applications, they are known to have drawbacks, for instance under-sampling can eliminate useful information, while over-sampling can result in overfitting. At the algorithm level, solutions are proposed by adjusting the algorithm itself. This usually involves adjusting the costs of the classes to counter the class imbalance (cost-sensitive learning) or adjusting the decision threshold. However, true error costs are often unknown and using an inaccurate cost model can lead to additional bias.

In recent years, we have also seen an explosion of data, resulting in many large scale rare class problems. For example, detecting unauthorized use of a credit card from millions of transactions. Since frequently a nonlinear decision function is necessary to capture dependence structure, in this paper, we focus on nonlinear kernel based classification methods expressed as a regularized loss minimization problem. Processing large datasets can be prohibitive for many nonlinear kernel algorithms, which scale quadratically to cubically in the number of examples and may require quadratic space as well. In addition suitable loss function, which captures the imbalanced problem structure, needs to be selected.

To address the challenges associated with rare class problems and large scale learning, we propose the following:

1) Instead of maximizing accuracy (minimizing error), we optimize area under curve (AUC) of the receiver operator characteristic. The AUC overcomes inadequacies of accuracy for unbalanced problems and provides a skew independent measure. It is often used as the evaluation metric for unbalanced problems and therefore it is appropriate to directly optimize it in the training process. This results in a regularized biclass ranking problem, which is a special case of RankSVM with two ordinal levels [11].
2) To solve a kernel RankSVM problem in the dual, as originally proposed in [11], requires $O(m^3)$ time and $O(m^2)$ space, where $m$ is the number of data samples. Recently, [12] proposed a primal approach to solve RankSVM, which results in $O(m^3)$ time and $O(m^2)$ space for nonlinear kernels. We propose a modification to kernel RankSVM, that takes specific advantage of the unbalanced nature of the problem, using an iterative method for the matrix subproblem and assuming an upper bound on the number of iterations, to achieve $O(mm_+)$ time and $O(mm_+)$ space, where $m_+$ is the number of rare class examples. The idea is to restrict the solution to a linear combination of rare class kernel functions. We call it RankRC, since it enforces a Rare Class representation.

The main contributions of this paper are as follows:

- We focus on nonlinear (kernel) rare class learning based on AUC, which has not been highlighted in previous literature. Optimizing the AUC of the ROC curve corresponds to a binary RankSVM problem, which has been proposed in the literature previously by [11]. The proposed RankRC algorithm can be viewed as an approximation to kernel RankSVM. However, RankSVM has generally been used in the context of ranking (e.g., webpage ranking) with linear models. For rare class problems, predictive performance is improved by using the AUC as a loss function.

- We propose to use a rare class kernel representation to achieve significant improvement in computational complexity, while providing similar predictive performance as RankSVM. A limitation of using kernel RankSVM is computational complexity. Even with the primal approach proposed in [12], the method requires $O(m^3)$ complexity in time and $O(m^2)$ in space. This quickly becomes computationally impractical for large-scale rare class problems, where a balance ratio of 1:100 can result in sample sizes of millions of observations.

- The proposed rare class kernel presentation is a regularized kernel method that minimizes ranking loss. The rare class kernel representation idea is inspired by [13], in which the posterior probability density is estimated using a kernel density estimator over rare class samples and locally adjusted by the density of the background class. Using similar assumptions, we show the optimal solution can be approximately expressed as a linear combination of rare class kernel functions. Note, [13] does not propose a kernel method, but rather uses kernel density estimation to estimate the posterior probability density directly.

- We present extensive computational comparisons to demonstrate performance of the proposed RankRC using nonlinear kernels. Specifically, we demonstrate that, for rare class learning, RankSVM and RankRC, with AUC as an objective, generally perform better than error-rate based SVM methods. In addition, RankRC, which takes advantage of the typical density structure of the rare class problem, is computationally much more efficient than RankSVM, while not sacrificing performance effectiveness relative to RankSVM.

In this paper we concentrate on developing the rare class kernel model, the optimization algorithm, and extensive computational comparisons between AUC-based and error-rate based rare class nonlinear kernel learning, as well as computational efficiency improvement of RankRC over RankSVM. In addition to significant improvement in computational efficiency, we show that RankRC can also produce more robust out-of-sample models than RankSVM. We illustrate that limiting the flexibility of the nonlinear model to be expressed only as a combination of rare class kernel functions in RankRC is essentially performing a dimension reduction in the feature space. Using computational examples, we demonstrate that, for RankSVM, kernel and penalty parameters can more easily lead to overfitting the rare class samples. Since parameter selection (kernel and penalty) is an important component of using support-vector methods successfully, RankRC tends to provide more robust models as kernel and penalty parameters are evaluated.

The presentation of the paper is organized as follows. Sections 2 and 3 review the AUC measure and RankSVM. Section 4 develops the RankRC problem and presents justification for the rare class representation. Section 5 outlines the optimization method used to solve RankRC. Section 6 empirically compares RankRC with other kernel methods on several datasets. Finally, Section 7 concludes with summary remarks and potential extensions.

2 ROC CURVE

Evaluation metrics play an important role in learning algorithms. They provide ways to assess performance as well as guide model learning. For classification problems, error rate is the most commonly used metric. For simplicity, we will consider the two-class case. Let $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\}$ be a set of $m$ training examples, where $x_i \in \mathcal{X} \subseteq \mathbb{R}^d$, $y_i \in \{+1, -1\}$. Denote $f(x)$ as the inductive hypothesis obtained by training on example set $D$. Then error rate is defined as,

$$\text{Error Rate} = \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}[f(x_i) \neq y_i], \quad (1)$$

where $\mathbb{I}[p]$ denotes the indicator function and is equal to 1 if $p$ is true, 0 if $p$ is false. However, for highly unbalanced data sets, error rate is not appropriate since it can be biased toward the majority class [14], [15], [16], [17]. In this paper, we follow convention and set the minority class as positive and the majority class as negative. Consider a dataset that has 1 percent positive cases and 99 percent negative ones. A naive solution which assigns every example to be positive will obtain only 1 percent error rate. Indeed, classifiers that always predict the majority class can obtain lower error rates than those that predict both classes equally well. But clearly these are not useful hypotheses.

Classification performance can be represented by a confusion matrix as in Table 1, with $m_+$ denoting the number of minority examples and $m_-$ the number of majority ones. The proportion of the two rows reflects class distribution and any performance measure that uses values from both rows will be sensitive to class skew.

The receiver operating characteristic (ROC) can be used to obtain a skew independent measure [14], [18], [19]. Most
classifiers intrinsically output a numerical score and a predicted label is obtained by thresholding the score. For example, a threshold of zero leads to taking the sign of the numerical output as the label. Each threshold value generates a confusion matrix with different quantities of false positives and negatives. The ROC graph is obtained by plotting the true positive rate (number of true positives divided by \( m_+ \)) against the false positive rate (number of false positives divided by \( m_- \)) as the threshold level is varied (see Fig. 1). It depicts the trade-off between benefits (true positive) and costs (false positive) for different choices of the threshold. Thus it does not depend on a priori knowledge of the costs associated with misclassification. A ROC curve that dominates another provides a better solution at any cost point.

To facilitate comparison, it is convenient to characterize ROC curves using a single measure. The area under a ROC curve (AUC) can be used for this purpose. It is the average performance of the model across all threshold levels and corresponds to the Wilcoxon rank statistic [20]. The AUC can be obtained by forming the ROC curve and using the trapezoid rule to compute area. Also, given the intrinsic output of a hypothesis, \( f(x) \), we can directly compute the AUC by counting pairwise correct rankings [21]:

\[
\text{AUC} = \frac{1}{m_+ m_-} \sum_{i=1}^{m_+} \sum_{j=1}^{m_-} \mathbb{I}[f(x_i) > f(x_j)].
\]  

(2)

We recognize that potential inadequacies, e.g., including performance over the ROC space in which one rarely consider, can arise from using AUC as the performance measure, see, e.g., [22], [23]. However, assuming no additional problem dependent information such as error costs, AUC evaluates model performance based on bi-class criteria, instead of the single total error rate. Optimizing AUC often leads to a dominant performance ROC curve, achieving better performance with respect to both the true positive rate and false positive rate criteria, in the absence of the additional problem dependent information.

Incorporating the AUC in the modeling process leads to a biclass ranking problem, as discussed in the following section.

3 RankSVM

The modeling process can usually be expressed as an optimization problem involving a loss function and a penalty on complexity (e.g. regularization term). For most classification problems, since the performance measure is error rate, it is natural to consider minimizing the empirical error rate (1) as the loss function. In practice, \( \mathbb{I}[\cdot] \) is often replaced with a convex approximation such as the hinge loss, logistic loss or exponential loss [24]. Specifically, using the hinge loss, \( \ell_h(z) = \max(0, 1 - z) \), with \( \ell_2 \)-regularization leads to the well known support vector machine formulation [25], [26],

\[
\min_{w \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} \ell_h(w^T x_i) + \frac{\lambda}{2} \|w\|^2,
\]  

(3)

where \( \lambda \in \mathbb{R}_+ \) is a parameter that controls complexity and the hypothesis, \( f(x) = w^T x \), is assumed linear in the input space \( \mathcal{X} \). Since SVMs try to minimize error rate, they can lead to ineffective class boundaries when dealing with highly skewed datasets, with resulting solutions biased toward the majority concept [3]. The literature contains several approaches to remedy this problem. Most prevalent are sampling methods and cost-sensitive learning. However, these approaches explicitly or implicitly fix the relative costs of misclassification. When the true costs are unknown, this can lead to suboptimal solutions.

Instead of minimizing error rate, we consider optimizing AUC as a natural way to deal with imbalance. Indeed, if we measure performance using AUC, it is preferable to optimize this quantity directly during the training process. In the AUC formula given in (2), we replace \( \mathbb{I}[\cdot] \) with the hinge loss to obtain a convex ranking loss function. Thus we solve the following regularized loss minimization problem:

\[
\min_{w \in \mathbb{R}^d} \frac{1}{m_+ m_-} \sum_{y_i=+1}^{m_+} \sum_{y_j=-1}^{m_-} \ell_h(w^T x_i - w^T x_j) + \frac{\lambda}{2} \|w\|^2.
\]  

(4)

Problem (4) is a special case of RankSVM proposed by [11] with two ordinal levels. Like SVM, RankSVM leads to a dual problem which can be expressed in terms of dot-products between input vectors. This allows us to obtain a non-linear function through the kernel trick [25], which consists of using a kernel function, \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), that corresponds to a feature map, \( \phi : \mathcal{X} \to \mathcal{F} \subseteq \mathbb{R}^d \), such that \( \forall u, v \in \mathcal{X}, k(u, v) = \phi(u)^T \phi(v) \). Here, \( k \) directly computes the inner product of two vectors in a potentially high-dimensional feature space \( \mathcal{F} \), without the need to explicitly form the mapping. Consequently, we can replace all occurrences of the dot-product with \( k \) in the dual and work implicitly in space \( \mathcal{F} \).

However, since there is a Lagrange multiplier for each constraint associated with the hinge loss, the dual formulation leads to a problem in \( m_+ m_- = O(m^2) \) variables. Assuming

\begin{table}[h]
\centering
\caption{Binary Classification Confusion Matrix}
\begin{tabular}{ccc}
\hline

 & Predicted & Total \\
\hline
Actual & & \\
\hline
\( y = +1 \) & True Positives (TP) & False Positives (FP) & \( m_+ \) \\
\( y = -1 \) & False Negatives (FN) & True Negatives (TN) & \( m_- \) \\
\hline
\end{tabular}
\end{table}
the optimization procedure has cubic complexity in the number of variables and quadratic space requirements, the complexity of the dual method is \(O(m^3)\) time and \(O(m^4)\) space, which is unreasonable for even medium sized datasets.

As noted by Chapelle and Keerthi in [12], [27], one can also solve the primal problem in the implicit feature space due to the Representer Theorem [28], [29]. This theorem states that the solution of any regularized loss minimization problem in \(\mathcal{F}\) can be expressed as a linear combination of kernel functions evaluated at the training samples, \(k(x_i, \cdot)\), \(i = 1, \ldots, m\). Thus, the solution of (4) in \(\mathcal{F}\) can be written as:

\[
f(x) = \sum_{i=1}^{m} \beta_i k(x_i, x), \quad \text{or} \quad w = \sum_{i=1}^{m} \beta_i k(x_i, \cdot).
\]

Substituting (5) in (4) we can express the primal problem in terms of \(\beta\):

\[
\min_{\beta \in \mathbb{R}^m} \frac{1}{m + m - 1} \sum_{y_i = +1} \sum_{y_j = -1} \ell_h \left( \sum_{i=1}^{m} \beta_i k(x_i, x) - \sum_{r=1}^{m} \beta_r k(x_r, x) \right) + \frac{\lambda}{2} \sum_{i,j=1}^{m} \beta_i \beta_j k(x_i, x_j),
\]

or more simply,

\[
\min_{\beta \in \mathbb{R}^m} \frac{1}{m + m - 1} \sum_{y_i = +1} \sum_{y_j = -1} \ell_h (K_i \beta - K_j \beta) + \frac{\lambda}{2} \beta^T K \beta.
\]

where \(K \in \mathbb{R}^{m \times m}\) is the kernel matrix, \(K_{ij} = k(x_i, x_j)\), and \(K_i\) denotes the \(i\)th row of \(K\). To be able to solve (6) using unconstrained optimization methods such as gradient descent, we require the objective to be differentiable.

We replace the hinge loss, \(\ell_h\), with an \(\epsilon\)-smoothed differentiable approximation, \(\ell_\epsilon\), defined as,

\[
\ell_\epsilon(z) = \begin{cases} 
(1 - \epsilon) - z & \text{if } z < 1 - 2\epsilon \\
\frac{1}{2} (1 - z)^2 & \text{if } 1 - 2\epsilon \leq z < 1 \\
0 & \text{if } z \geq 1,
\end{cases}
\]

which transitions from linear cost to zero cost using a quadratic segment (see Fig. 2) and provides similar benefits as the hinge loss. Thus we can solve (6) using standard unconstrained optimization techniques. Since there are \(m\) variables, Newton’s method would for example take \(O(m^3)\) operations to converge.

RankSVM is popular in the information retrieval community, where linear models are the norm [30]. Computational implementations for linear models have been considered, see, e.g., [31]. For a linear model, with \(d\)-dimension input vectors, the complexity of RankSVM can be reduced to \(O(md + m \log m)\) [12]. However, many rare class problems require a nonlinear function to achieve optimal results. Solving a nonlinear RankSVM requires \(O(m^3)\) time and \(O(m^2)\) space [12], [32], which is not practical for mid-to-large sized datasets. We believe this complexity is, in part, the reason why nonlinear RankSVMs are not commonly used to solve rare class problems.

In the next section we propose a modification to nonlinear RankSVMs that takes specific advantage of unbalanced datasets to achieve \(O(m m^+\) time and \(O(m m^+)\) space, while not sacrificing performance.

4 RankRC: Ranking with Rare Class Representation

To make RankSVM computationally feasible for large scale unbalanced problems, we propose to enforce a rare class representation for the decision surface. Specifically, we propose to restrict the solution to the form

\[
f(x) = \sum_{y_i = +1} \beta_i k(x_i, x),
\]

so it consists only of kernel function realizations of the minority class. We call this RankRC to indicate a Rare Class representation, instead of a support vector representation.

We present motivation for RankRC by assuming specific properties of the class conditional distributions and kernel function. Similar assumptions are made in [13]; however likelihood ratio is directly estimated in [13] instead. In contrast, we are using a regularized loss minimization approach.

Recall that the optimal ranking function for a classification problem is the posterior probability, \(P(y = 1|x)\), since it minimizes the Bayes risk for arbitrary costs. From Bayes’ Theorem, we have

\[
P(y = 1|x) = \frac{P(y = 1)P(x|y = 1)}{P(y = 1)P(x|y = 1) + P(y = -1)P(x|y = -1)}.
\]

Any monotonic transformation of (8) also yields equivalent ranking capability. Let \(f(x)\) denote the likelihood ratio, i.e.,

\[
f(x) = \frac{P(x|y = 1)}{P(x|y = -1)}.
\]

Dividing the numerator and denominator of (8) by \(P(y = -1)P(x|y = -1)\), we have

\[
P(y = 1|x) = \frac{\rho f(x)}{\rho f(x) + 1}, \quad \text{where } \rho = \frac{P(x|y = 1)}{P(x|y = -1)} > 0.
\]

We note that \(P(y = 1|x)\) is a monotonic transformation of the likelihood ratio, which is the ranking function we are interested in obtaining. If we assume that the conditional
density, $P(x|y=1)$, is a mixture of $m_+$ identical spherical normals centered at the rare class examples, we can write

$$P(x|y=1) = \sum_{y_i=m+1} a_i \exp \left\{ \frac{||x_i - x||^2}{\sigma^2} \right\},$$

for some constants $a_i$. This mixture encompasses a large range of possible distributions from the $m_+$ rare examples provided. If we also assume that $k$ denotes a Gaussian kernel function with width $\sigma$, then we have

$$P(x|y=1) = \sum_{y_i=m+1} a_i k(x_i, x).$$

(10)

In rare class problems, most examples are from the majority class ($y = -1$) and only a small number are from the rare class ($y = 1$). It is reasonable to assume the minority class examples are concentrated in local regions with bounded support, while the majority class acts as background noise. This assumption is valid for rare class problems involving statistical detection. In unbalanced problems, in which the objective is outlier detection, these assumptions may not hold as strongly. For example, tumor detection or patient hospitalization requires statistical detection. In unbalanced problems, the restricted hypothesis function in (7) is a reasonable approximation to the full data hypothesis function $f(x) = \sum_{i=1}^m \beta_i k(x_i, x)$. More generally, we consider solving the regularized ranking problem under an arbitrary subset representation $\mathcal{R}$,

$$\min_{\beta \in \mathbb{R}^{|\mathcal{R}|}} \frac{1}{m_+ m_-} \sum_{y_i=m+1} \sum_{y_j=m-1} \ell_b(f(x_i) - f(x_j)) + \frac{\lambda}{2} \beta^T K_{\mathcal{R} \mathcal{R}} \beta$$

s.t. $f(x) = \sum_{i \in \mathcal{R}} \beta_i k(x_i, x)$,

(11)

where $\mathcal{R} \subseteq \{1, \ldots, m\}$ denotes the subset and $K_{\mathcal{R} \mathcal{R}} \in \mathbb{R}^{|\mathcal{R}| \times |\mathcal{R}|}$ corresponds to the square kernel submatrix indexed by $\mathcal{R}$. When $\mathcal{R}$ is the full training set, (11) corresponds to RankSVM, while RankRC corresponds to setting $\mathcal{R} = \{r : y_r = 1\}$.

Recall that $\phi : \mathcal{X} \rightarrow \mathcal{F} \subseteq \mathbb{R}^d$ denote a feature map corresponding to the kernel $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$, such that $\forall u, v \in \mathcal{X}, k(u, v) = \phi(u)^T \phi(v)$. Let $\mathcal{S}_\mathcal{R} = \text{span}\{\phi(x_i) : i \in \mathcal{R}\}$ be a linear combination of the subset of points in feature space indexed by $\mathcal{R}$. Let $\phi_\mathcal{R} : \mathcal{X} \rightarrow \mathcal{F}_{\mathcal{R}} \subseteq \mathbb{R}^d$, defined as the orthogonal projection of $\phi$ onto $\mathcal{S}_\mathcal{R}$, i.e.,

$$\phi_\mathcal{R}(x) = \text{Proj}_{\mathcal{S}_\mathcal{R}}(\phi(x)).$$

(12)

It can be readily observed that

$$\sum_{i \in \mathcal{R}} \beta_i \phi(x_i)^T \phi(x)$$

$$= \left( \sum_{i \in \mathcal{R}} \beta_i \phi(x_i), \phi(x) \right)$$

$$= \left( \text{Proj}_{\mathcal{S}_\mathcal{R}} \left( \sum_{i \in \mathcal{R}} \beta_i \phi(x_i) \right), \text{Proj}_{\mathcal{S}_\mathcal{R}}(\phi(x)) \right)$$

$$= \sum_{i \in \mathcal{R}} \beta_i \phi_\mathcal{R}(x_i), \phi_\mathcal{R}(x).$$

1. We do not make this more precise since we are mainly interested in motivating an approximate form.
In other words, using the restricted hypothesis is equivalent to using the projected mapping \( \phi_R(\cdot) \), instead of the original feature mapping \( \phi(\cdot) \). If \( \text{span}\{\phi(x_i) : i \in \mathcal{R}\} \) is a proper subspace of \( \text{span}\{\phi(x_i) : i = 1, \ldots, m\} \), we can view RankRC as first performing dimension reduction in the feature space based on the rare class samples, before applying regularized risk minimization. This is likely to lead to more robust learning; this will be further illustrated with computational examples in Section 6.

5 Computational Complexity Comparison Between RankRC over RankSVM

Setting \( \mathcal{R} = \{ r : y_r = 1 \} \) in (11) and replacing \( \ell_h \) with the smooth approximation, \( \ell_r \), we obtain the following RankRC problem in \( m_+ \) variables,

\[
\begin{align*}
\min_{\beta \in \mathbb{R}^{m_+}} & \quad \frac{1}{m_+ m_-} \sum_{i=1}^{m_+} \sum_{j=-1}^{m_-} \ell_i (K_{i+} \beta - K_{j+} \beta) + \frac{\lambda}{2} \beta^T K_{++} \beta . \\
\end{align*}
\]

(13)

Here, \( K_{i+} \) denotes \( i \)th row of \( K \) with column entries corresponding to only the positive class, and \( K_{++} \in \mathbb{R}^{m_+ \times m_+} \) is the square submatrix of \( K \) corresponding to the positive class entries. To solve (13) we can use several approaches, which are discussed below.

5.1 Linearization

Since \( K_{++} \) is a positive semi-definite matrix, it has an eigen-decomposition which can be expressed in the form, \( K_{++} = U \Lambda U^T \), with \( U \) being an orthonormal matrix (i.e. \( U^T U = I \)) and \( \Lambda \) a diagonal matrix containing non-negative eigenvalues of \( K_{++} \). Let \( w = \Lambda^{1/2} w \), then

\[
\beta = U \Lambda^{1/2} w ,
\]

(14)

where \( \Lambda^{1} \) denotes the pseudo-inverse of \( \Lambda \). We can substitute (14) in (13) to obtain the following linear (hypothesis) space problem,

\[
\begin{align*}
\min_{w \in \mathbb{R}^{m_+}} & \quad \frac{1}{m_+ m_-} \sum_{i=1}^{m_+} \sum_{j=-1}^{m_-} \ell_i (K_{i+} U \Lambda^{1/2} w - K_{j+} U \Lambda^{1/2} w) + \frac{\lambda}{2} \|w\|^2 . \\
\end{align*}
\]

(15)

That is, Problem (15) is equivalent to Problem (4) with data points given by \( x_i = (K_{i+} U \Lambda^{1/2})^T = \Lambda^{1/2} U^T K_{i+} \in \mathbb{R}^{m_+} \), \( i = 1, \ldots, m \). Therefore we can use the algorithm described in [12] to solve the linear ranking problem in \( O(mm_+ + m \log m) = O(mm_+) \) time. The cost of computing \( x_i = K_{i+} U \Lambda^{1/2} \), \( i = 1, \ldots, m \), is \( O(mm_+) \). The cost of factoring \( K_{++} \) is \( O(m_+^3) \). Therefore the total time is \( O(mm_+^2 + m_+^3) \). Once we solve for optimal \( w \) we can use (14) to obtain \( \beta \) for subsequent testing purposes. Also, since we only need kernel entries \( \{K_{ij} : y_i = 1, j = 1, \ldots, m\} \), the method uses \( O(mm_+) \) space.

5.2 Unconstrained Optimization

We can also directly solve (13) using standard unconstrained optimization methods. Gradient only methods, such as steepest descent and nonlinear conjugate gradient do not require estimation of the Hessian. Although this makes each iteration much cheaper, convergence can be slow, especially near the solution. In contrast Hessian based algorithms, such as Newton’s method can obtain quadratic convergence near the solution, but each iteration can be expensive. In Newton’s method, the \( p \)th iterate is updated according to

\[
\beta^{(p+1)} = \beta^{(p)} + s ,
\]

where the step, \( s \), is obtained by minimizing the quadratic Taylor approximation around the current iterate \( \beta^{(p)} \):

\[
\min_s \quad s^T g^{(p)} + \frac{1}{2} s^T H^{(p)} s ,
\]

(16)

where \( H^{(p)} \) and \( g^{(p)} \) are the Hessian and gradient of the objective at \( \beta^{(p)} \), respectively. Problem (16) has a closed form solution given by

\[
s = -(H^{(p)})^{-1} g^{(p)} .
\]

Since \( H^{(p)} \) is a \( m_+ \times m_+ \) matrix, this involves \( O(m_+^3) \) cost in each iteration. To avoid this, we can use the truncated Newton method in which \( H^{(p)} s = -g^{(p)} \) is solved using linear conjugate gradient. Here, the Hessian is not computed explicitly and the method iteratively approximates the solution using Hessian-vector products. Since each iteration in the linear conjugate gradient algorithm leads to a descent direction, we can terminate early while still improving convergence.

A drawback of (truncated) Newton’s method is that it is locally convergent. If the initial point is not chosen close enough to the solution, the method can be slow to converge, or fail altogether. Therefore we consider a subspace-trust-region method, which combines the benefit of a truncated Newton step with steepest descent. In our tests, we found that the subspace-trust-region method converges with significantly fewer iterations than the truncated Newton method.

The idea behind the trust-region method is to solve (16) while constraining the step, \( s \), to a neighborhood around the current iterate, in which the approximation is trusted:

\[
\begin{align*}
\min_s & \quad \frac{1}{2} s^T H^{(p)} s + s^T g^{(p)} \\
\text{s.t.} & \quad \|s\|_2 \leq \Delta^{(p)} .
\end{align*}
\]

(17)

The trust region radius, \( \Delta^{(p)} \), is adjusted at each iterate according to standard rules, for example it is decreased if the solution obtained is worse than the current iterate. Problem (17) can be solved accurately, see, e.g., [33], however, the solution uses the full eigen-decomposition of \( H^{(p)} \). To avoid this computation, in the subspace-trust-region method, Problem (17) is restricted to a two-dimensional subspace spanned by the gradient, \( g^{(p)} \), and an approximate Newton direction, \( s_2 \), which can be obtained by solving \( H^{(p)} s_2 = -g^{(p)} \) using linear conjugate gradient [34]. The idea behind this choice is to ensure global convergence, while maintaining fast local convergence. Once the subspace has been computed, solving (17) costs \( O(1) \) time, since in the subspace the problem is only two-dimensional.
The implementation we use is provided in Matlab’s optimization toolbox, fminunc/fmincon.

5.2.1 Computing Gradient and Hessian-Vector Product
We describe how we can compute the gradient and Hessian-vector product for Problem (13) efficiently. Let \( K_+ = [K_{ij}]_{i=1,...,m; j=1} \in \mathbb{R}^{m \times m} \) denote the rectangular submatrix of \( K \) with columns indexed by the positive class. Consider the expanded matrix

\[
A = [K_i - K_j]_{i,j:y_i = y_j = -1} \in \mathbb{R}^{m \times m},
\]

consisting of the differences of rows in \( K_+ \) corresponding to all pairwise preferences. In our computation we do not explicitly form matrix \( A \), rather we note that \( A \) can be expressed as a sparse matrix product:

\[
A = PK_+,
\]

where \( P \in \mathbb{R}^{m \times m} \) is a sparse matrix that encodes a pairwise preference. That is, if \( y_i > y_j \) then there exists a row \( r \) in \( P \) such that \( P_{ri} = 1, P_{rj} = -1 \) and the rest of the row is zero. Let \( A_r \) denote the \( r \)th row of \( A \). Then the ranking loss expression in (13) can be written as,

\[
\sum_{y_i = 1} \sum_{y_j = -1} \ell_i(K_i \beta - K_j \beta) = \sum_{r=1}^{m-1} \ell_i(A_r \beta) - \sum_{r=1}^{m-1} \|r \in \mathcal{L}|(1 - e - A_r \beta) + \sum_{r=1}^{m-1} \|r \in \mathcal{Q}| \frac{1}{4\epsilon}(1 - A_r \beta) \|^2, \tag{18}
\]

where \( \mathcal{L} = \{ r : A_r \beta < 1 - 2\epsilon \} \) is the set of pairwise differences which are in the linear portion of \( \ell_i \), and \( \mathcal{Q} = \{ r : 1 - 2\epsilon \leq A_r \beta < 1 \} \) is the set which fall in the quadratic part. Denote \( e^L \in \mathbb{R}^{m \times m} \) as a vector of ones. Define \( e^L \in \mathbb{R}^{m \times m} \) as a vector of ones where \( e^L_r = 1 \) if \( r \in \mathcal{L} \) and \( e^L_r = 0 \) if \( r \notin \mathcal{L} \). Also define \( I^Q \in \mathbb{R}^{m \times m} \) as a diagonal matrix, where \( I^Q_{ii} = 1, \) if \( r \in \mathcal{Q}, \) and \( I^Q_{ii} = 0, \) if \( r \notin \mathcal{Q}. \) Then (18) is equivalent to

\[
(e^L)^T ((1 - e) - A \beta) + \frac{1}{4\epsilon} (e - A \beta)^T I^Q (e - A \beta) = (e^L)^T ((1 - e) - PK_+ \beta) + \frac{1}{4\epsilon} (e - PK_+ \beta)^T I^Q (e - PK_+ \beta).
\]

Therefore the objective function in (13) can be expressed as

\[
F(\beta) = \frac{1}{m + m} \left[ (e^L)^T ((1 - e) - PK_+ \beta) + \frac{1}{4\epsilon} (e - PK_+ \beta)^T I^Q (e - PK_+ \beta) \right] + \frac{\lambda}{2} \beta^T K_+ \beta. \tag{19}
\]

We obtain the gradient by taking the derivative of (19) with respect to \( \beta \):

\[
\nabla F(\beta) = \frac{1}{m + m} \left[ (e^L)^T ((1 - e) - PK_+ \beta) + \frac{1}{4\epsilon} (e - PK_+ \beta)^T I^Q (e - PK_+ \beta) \right] + \lambda \beta. \]

In the last expression we have used brackets to emphasize the order of operations that leads to an efficient implementation and avoids computing \( A = PK_+ \). It can be verified that the time required is \( O(mm_+) \).

We obtain the Hessian by taking the derivative of (20) with respect to \( \beta \):

\[
H = \frac{\partial^2 F}{\partial \beta \partial \beta} = \frac{1}{2c_2m_+} (PK_+ I^Q PK_+) + \lambda K_+.
\]

Note the Hessian requires computing \( A \). However, for the linear conjugate gradient method we only require computing \( Hs \) for some vector \( s \). In this case, we can avoid computing \( A \) by using the following order of operations:

\[
Hs = \frac{1}{2c_2m_+} (PK_+ (I^Q P)(K_+ s)) + \lambda K_+ s.
\]

The time required to compute \( Hs \) is also \( O(mm_+) \).

In the subspace-trust-region method we use a maximum of 25 conjugate gradient iterations.2 We found the iterations usually converge a solution of acceptable accuracy in a constant bounded number of trust region iterations. Since each iteration requires \( O(mm_+) \) time, the total time required by the algorithm is, practically speaking, \( O(mm_+) \). Total space is also \( O(mm_+) \).

Finally, we note that we can slightly improve the time required to compute the gradient and Hessian-vector product by first sorting the values of \( K_+ \beta \) or \( K_+ s \). Though this does not improve the \( bigO \) efficiency, it does reduce the constant factor. We refer the interested reader to [12] for details on a method which can be adapted for the nonlinear RankRC objective (13).

6 Experiments
In this section we empirically compare RankRC to other methods on several unbalanced problems. The following methods are compared:

1) kNN: k-Nearest-Neighbors algorithm. The posterior probability is used as the ranking function:

\[
P(y|x) = \frac{1}{K} \sum_{i \in K} I[y_i = 1],
\]

where \( K \) is the set of \( k \) nearest neighbors in the training dataset.

2) SVM: This is the standard nonlinear SVM [26], in which the primal problem,

\[
2. We use diagonal preconditioning and warm-starts as \( \lambda \) is varied from high to low.
\[
\min_{w \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} \max(0, 1 - y_i (w^T \phi(x_i) + b)) + \frac{\lambda}{2} \|w\|^2,
\]

is solved (in the dual) to obtain the decision function,
\[f(x) = w^T \phi(x) + b = \sum_{i=1}^{m} \beta_i k(x_i, x) + b, \quad \text{with} \quad k(x_i, x) = \phi(x_i)^T \phi(x).
\]

3) SVM-W: Weighted SVM [26], [35] in which
\[
\min_{w \in \mathbb{R}^d} \frac{1}{m} \sum_{i=1}^{m} \alpha_i \max(0, 1 - y_i (w^T \phi(x_i) + b)) + \frac{\lambda}{2} \|w\|^2,
\]

is solved, with different weights associated with each class:
\[
\alpha_i = \begin{cases} 
\frac{m}{2m_+} & \text{if } y_i = +1 \\
\frac{2m_+}{2m_+} & \text{if } y_i = -1.
\end{cases}
\]

The idea is to penalize misclassification error of minority examples more heavily in order to reduce the bias towards majority examples.

4) SVM-RUS: Randomly Under Sample the majority class examples \((y = -1)\) to match the number of minority examples [9]. The resulting dataset, with \(2m_+\) points, is used to train a standard SVM.

5) SVM-SMT: Uses a Synthetic Minority Oversampling Technique (SMOTE) [10] in which the rare class is over-sampled by creating new synthetic rare class samples according to each rare class sample and its \(k\) nearest neighbors. Each new sample is generated in the direction of some or all of the nearest neighbors. We oversample to match the number of majority examples. The resulting dataset, with \(2m_-\) points, is used to train a standard SVM.

6) RANK-SVM: Nonlinear RankSVM problem (6).

7) RANK-RND: We solve the regularized ranking problem constrained to \(m_-\) randomly selected set of basis function, i.e. Problem (11) with \(|R| = m_-\) and a randomly chosen index set \(R\).

8) RANK-RC: We solve the regularized ranking problem with a Rare Class representation, i.e. Problem (13).

We use LIBSVM [36] to solve the SVM problems (2-5). LIBSVM is a popular and efficient implementation of the sequential minimal optimization algorithm [37]. We set cache size to 10 GB to minimize cache misses; termination criteria and shrinking heuristics are used in their default settings. The ranking methods (6-8) are solved using the subspace-trust-region method as outlined in Section 5. Termination tolerance is set at 1e-6. For ranking methods, the memory available to store the kernel matrix is limited to 10 GB. Experiments are performed on a Xeon E5620@2.4 Ghz running Linux.

All datasets are standardized to zero mean and unit variance before training. Since our focus is on nonlinear kernels, for all SVM and ranking methods (2-8), we use a Gaussian kernel, \(k(u, v) = \exp(-\|u-v\|^2/\sigma^2)\) with \(\sigma^2 = \frac{1}{m} \sum_{i,j=1}^{m} \|x_i - x_j\|^2\). The penalty parameter \(\lambda\) is determined by cross-validation over values \(\log_2 \lambda = [-20, -18, \ldots, 8, 10]\). For KNN we cross-validate over \(k = [1, 2, \ldots, \lceil \min(100, \sqrt{m}) \rceil]\).

![Fig. 4. Example configuration of simulated dataset in two-dimensions](image)

6.1 Simulated Data

Simulated unbalanced datasets are generated in the following manner. Rare class instances are sampled from six multivariate normal distributions with equal probability. Their entres, \(\mu_i, i = 1, \ldots, 6\), are randomly chosen within a unit cube. The majority class is sampled from \(\binom{6}{2} = 15\) multivariate normal distributions with equal probability. Their centers are chosen along lines connecting all two rare class normal components.

Fig. 5 further compares the empirical ranking loss function.
obtained by the ranking methods on four of the training and testing sets as \( \lambda \) is varied. Firstly we observe that the difference between RANK-SVM and the restricted basis models (RANK-RND and RANK-RC) decreases as \( \lambda \) is increased. Secondy, Fig. 5 shows, more noticeably in Figs. 5c and 5d, that RANK-RND is unable to achieve the optimal test loss levels at moderate values of \( \lambda \), which are achieved by both RANK-SVM and RANK-RC. Thirdly, the test loss of RANK-RND and RANK-RC is lower than that of RANK-SVM for small values of \( \lambda \). This suggests that, for RANK-SVM, kernel and penalty parameters can more easily lead to overfitting the rare class samples, even with cross validation. The performance comparison of this example is consistent with the motivations provided in Section 4: RANK-RC models are sufficiently complex for rare class problems and yet they are simpler than the full kernel models, due to the dimension reduction in the feature space. This allows RANK-RC to achieve a similar level of test performance as RANK-SVM but provides additional robustness. This robustness property can be important in practice, given the possibility of overfitting a model through cross-validation.

### 6.2 Real Datasets

In this section the methods are compared on several unbalanced real datasets obtained from various sources. Table 3 lists the datasets along with their characteristics. For each dataset, three-quarters of the observations are used for training and the remaining one-quarter for out-of-sample testing. Results are averaged over 20 stratified random splits of the data. The model parameter (\( \lambda \) or \( k \)) is tuned by running 10-fold cross-validation on the training set for each split.

Table 4 shows the mean test AUC score with standard error for each model. Overall, RANK-SVM and RANK-RC yield the best performing models with statistically similar results. RANK-RND, on the other hand, under performs on some datasets, indicating that a random basis set is not as effective as the rare class basis on unbalanced problems. SVM based methods generally do not perform as well as ranking methods, except when there appears to be more discriminative patterns in the data.

![Comparison of empirical train and test ranking loss obtained by the ranking methods on four of the simulated datasets as \( \lambda \) is varied.](image-url)
Table 3 lists the datasets and their characteristics that we use to evaluate methods.

Table 4 compares the number of support vectors used by the SVM and ranking models. RANK-SVM uses more support vectors than SVM-based models. It can use even more support vectors than SVM-SMT, which is trained on an enlarged dataset almost twice the size. This suggests that training RANK-SVM using a working-set type algorithm, which only tracks active support vectors (e.g., as proposed in [27] for standard SVMs), would still run costly in time and space. In comparison, RANK-RND and RANK-RC use significantly fewer support vectors, an indication of better robustness. Moreover, with RANK-RC, test performance is also not compromised.

6.3 Intrusion Detection
In this section we use the KDD Cup 1999 dataset [40] to evaluate a large-scale unbalanced problem. The objective is to detect network intrusion by distinguishing between legitimate (normal) and illegitimate (attack) connections to a computer network. The dataset is a collection of simulated raw TCP dump data over a period of nine weeks on a local area network. The first seven weeks of data is used for training and the last two for test, providing a total of 4,898,431 training observations and 3,110,297 test cases. We processed the data to remove duplicate entries (as done in [41]) resulting in 1,074,975 training observations and 77,286 test cases. Each observation contains 41 features, three of which are categorical and the rest numerical. The three categorical features are protocol (three categories), service (70 categories) and flag (11 categories). We represent protocol using three binary features, where each feature is an indicator for one of the three categories. Service and flag categories are replaced by the frequency in the training sample (i.e., probability) corresponding to the event of observing an attack given the category is present. Thus we obtain a total of 43 features. Finally, as done for all datasets, we standardize each feature to zero mean and unit variance.

The attack types are grouped in four categories, DOS (Denial of Service), Probing (Surveillance, e.g., port scanning), U2R (user to root), R2L (remote to local). Table 6 shows the distribution of attack types in the training and test sets. Together, the U2R and R2L attacks constitute...
4.0 percent of the test dataset, which is a substantial increase compared to the training set, but still a small fraction. Poor results have been reported in literature for identifying the U2R and R2L attacks [42]. In this experiment, we focus on identifying these attack types by forming a binary classification problem with the positive class representing either a U2R or R2L attack, and the negative class representing all other connection types. Thus the final training set is highly skewed with only 0.098 percent positive instances.

We train using 5, 10, 25, 50, and 75 percent of the training data. The remaining training data is used for validation. We are unable to train RankSVM, even with just 5 percent of the data (53,749 samples), since the kernel matrix is too large to store in memory (>10 GB). Clearly, this is an example where a large-scale solution is necessary to solve the ranking problem. We do not train SVM-SMT due to the large number of samples as well. We are able to train SVM-W using up to 50 percent of the data. With more samples SVM-W does not converge, due to the large number of support vectors which do not fit in the cache.

Fig. 6a shows test AUC results obtained by different methods as training data is increased. We observe that SVM and SVM-RUS perform poorly. RankRC, RankRND and SVM-W produce better results, with RankRC performing the best.

7 CONCLUSION

In this paper, we use a ranking loss function to tackle the problem of learning from unbalanced datasets. Minimizing biclass ranking loss is equivalent to maximizing the AUC measure, which overcomes the inadequacies of accuracy, used by conventional classification algorithms. The resulting regularized loss minimization problem corresponds to a biclass RankSVM problem. We modify RankSVM to take advantage of the rare class situation by restricting the solution to a linear combination of rare class kernel functions (RankRC). Assuming that both the number conjugate gradient iterations required for each trust region subproblem and the number of trust region subproblems required for solving a regularized problem are bounded by constants (which are often the case in practice), it allows us to solve the non-linear ranking problem in $O(nn_{tr})$ time and $O(nn_{tr})$ space in practice, thus enabling us to solve many problems which are too large for kernel RankSVM.

We illustrate that, for rare class problems, the proposed rare class representation is sufficiently complex but has better robustness properties, since it corresponds to a dimension reduction in the feature space based on the rare class samples. Using both synthetic and real data sets, we demonstrate computationally that, for rare class problems, RankSVM and RankRC yield better performance in AUC, in comparison to SVM methods, KNN, and RankRND. Comparing to RankSVM, while performing similarly in the AUC

### TABLE 5

Average Number of Support Vectors Used by the SVM and Ranking Models over 20 Trials

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM</th>
<th>SVM-W</th>
<th>SVM-RUS</th>
<th>SVM-SMT</th>
<th>RankSVM</th>
<th>Rank-RND</th>
<th>Rank-RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone19</td>
<td>117</td>
<td>1,555</td>
<td>32</td>
<td>2,644</td>
<td>2,979</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Mammograph</td>
<td>306</td>
<td>2,152</td>
<td>119</td>
<td>2,987</td>
<td>7,252</td>
<td>195</td>
<td>193</td>
</tr>
<tr>
<td>Ozone</td>
<td>206</td>
<td>746</td>
<td>61</td>
<td>1,165</td>
<td>995</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>YeastME2</td>
<td>105</td>
<td>429</td>
<td>41</td>
<td>594</td>
<td>1,066</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>Wine4</td>
<td>458</td>
<td>2,109</td>
<td>179</td>
<td>3,166</td>
<td>3,550</td>
<td>136</td>
<td>136</td>
</tr>
<tr>
<td>Oil</td>
<td>84</td>
<td>311</td>
<td>32</td>
<td>340</td>
<td>488</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>SolarM0</td>
<td>183</td>
<td>845</td>
<td>90</td>
<td>1,114</td>
<td>1,042</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>Coil</td>
<td>1,754</td>
<td>5,560</td>
<td>704</td>
<td>8,178</td>
<td>7,284</td>
<td>435</td>
<td>435</td>
</tr>
<tr>
<td>Thyroid</td>
<td>332</td>
<td>723</td>
<td>137</td>
<td>1,020</td>
<td>2,739</td>
<td>168</td>
<td>172</td>
</tr>
<tr>
<td>Libras</td>
<td>35</td>
<td>93</td>
<td>22</td>
<td>124</td>
<td>197</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Scen</td>
<td>603</td>
<td>1,171</td>
<td>213</td>
<td>1,566</td>
<td>1,748</td>
<td>132</td>
<td>133</td>
</tr>
<tr>
<td>YeastML8</td>
<td>833</td>
<td>1,669</td>
<td>257</td>
<td>1,562</td>
<td>1,804</td>
<td>133</td>
<td>133</td>
</tr>
<tr>
<td>Crime</td>
<td>308</td>
<td>631</td>
<td>115</td>
<td>867</td>
<td>1,326</td>
<td>112</td>
<td>112</td>
</tr>
<tr>
<td>Vowel0</td>
<td>35</td>
<td>37</td>
<td>25</td>
<td>45</td>
<td>730</td>
<td>68</td>
<td>67</td>
</tr>
<tr>
<td>Euthyroid</td>
<td>389</td>
<td>673</td>
<td>177</td>
<td>1,002</td>
<td>3,079</td>
<td>291</td>
<td>292</td>
</tr>
<tr>
<td>Abalone7</td>
<td>713</td>
<td>1,391</td>
<td>274</td>
<td>2,076</td>
<td>2,303</td>
<td>216</td>
<td>219</td>
</tr>
<tr>
<td>Satellite</td>
<td>773</td>
<td>1,158</td>
<td>301</td>
<td>1,526</td>
<td>4,734</td>
<td>466</td>
<td>469</td>
</tr>
<tr>
<td>Page0</td>
<td>322</td>
<td>570</td>
<td>145</td>
<td>924</td>
<td>4,012</td>
<td>415</td>
<td>416</td>
</tr>
<tr>
<td>Ecoli</td>
<td>47</td>
<td>68</td>
<td>18</td>
<td>115</td>
<td>248</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>Contra2</td>
<td>560</td>
<td>843</td>
<td>396</td>
<td>912</td>
<td>1,096</td>
<td>249</td>
<td>249</td>
</tr>
</tbody>
</table>

For ranking models, support vectors are counted as the number of non-zero coefficients associated with kernel functions.

Figs. 6b and 6c compare training time and number of support vectors, respectively, as training data is increased. SVM and SVM-RUS train in reasonable time, though they do not produce good models. On the other hand, SVM-W quickly becomes very expensive. RankRC and RankRND scale well, while able to produce effective models. RankRC and RankRND also use significantly fewer support vectors than SVM-W.

### TABLE 6

Distribution of Connection Types in Training and Test Sets for the Intrusion Detection Problem

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>812,808</td>
<td>47,913</td>
</tr>
<tr>
<td>DOS</td>
<td>247,266</td>
<td>23,568</td>
</tr>
<tr>
<td>Probing</td>
<td>13,850</td>
<td>2,677</td>
</tr>
<tr>
<td>U2R</td>
<td>52</td>
<td>215</td>
</tr>
<tr>
<td>R2L</td>
<td>999</td>
<td>2,913</td>
</tr>
</tbody>
</table>

Total: 1,074,975 77,286 100% 100%
measure, RankRC is shown to require less number of support vectors and be more robust with respect to parameter cross validations. In addition, RankRC is computationally significantly more efficient with respect to both time and space requirements. In particular RankRC yields excellent solutions to the network intrusion problem, while RankSVM is unable to train even with 5 percent of the data set.

Finally we list a few extensions/variants one may consider using the rare class representation:

1) **Regularization**: In problem (13) we can use an $\ell_1$-regularizer, $\|\beta\|_1$, instead of $\beta^T K_{++} \beta$. This would lead to sparser solutions [43] and could be solved using coordinate descent methods [44].

2) **Loss function**: We can replace the loss function with other variants of ranking loss. The AUC concentrates uniformly across all threshold levels. We can use weighted AUC [45] or the p-norm push [46] to emphasize specific portions of the AUC curve. Also, we can use list based ranking methods to optimize other criteria such as $F_1$-score or Precision/Recall breakeven point [47]. The rare-class representation allows us to learn a nonlinear function for unbalanced datasets with more complex loss functions, in reasonable time and space.

3) **Stochastic learning**: For very large datasets, the $m \times m_+$ kernel submatrix may be too large to fit in memory. In this case, we can store $K_{++} \in \mathbb{R}^{m_+ \times m_+}$ and cycle (randomly) through majority class examples updating the $\beta \in \mathbb{R}^{m_+}$ vector via gradient descent using an adaptive learning rate [48]. Unlike standard stochastic gradient descent, in each iteration we use the full set of minority examples and a single (or small subset) of majority samples to perform the update. This should lead to faster convergence while using only $O(m_+ m_+)$ space.

4) **Feature selection**: Selecting appropriate input features can improve model quality significantly, particularly when rare class concepts are embedded in majority examples. For this purpose, we can extend the primal kernel feature selection method proposed by [49] for RankRC. Since we restrict the hypothesis to use rare class kernel functions, overfitting due to feature selection is also less likely.

In summary, the rare class representation offers significant benefits to learn nonlinear models for large-scale rare class problems.
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