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Abstract

With ever growing data volume and model
size, an error-tolerant, communication effi-
cient, yet versatile parallel algorithm has be-
come a vital part for the success of many
large-scale applications. In this work we pro-
pose msPG, an extension of the flexible proxi-
mal gradient algorithm to the model parallel
and stale synchronous setting. The worker
machines of msPG operate asynchronously as
long as they are not too far apart, and they
communicate efficiently through a dedicated
parameter server. Theoretically, we provide
a rigorous analysis of the various convergence
properties of msPG, and a salient feature of
our analysis is its seamless generality that al-
lows both nonsmooth and nonconvex func-
tions. Under mild conditions, we prove the
whole iterate sequence of msPG converges to
a critical point (which is optimal under con-
vexity assumptions). We further provide an
economical implementation of msPG, com-
pletely bypassing the need of keeping a local
full model. We confirm our theoretical find-
ings through numerical experiments.

1 Introduction

Many machine learning and statistics problems fit into
the general composite minimization framework:

mibyers 3 2y fi(%) + 9(x), (1)

where the first term is typically a smooth empirical
risk over n training samples and the second term g
is a nonsmooth regularizer that promotes structures.
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Popular examples under this framework include the
Lasso (least squares loss f; and various sparse regular-
izers g), logistic regression (logistic loss f;), boosting
(exponential loss f;), support vector machines (hinge
loss f; and RKHS norm regularizer g), matrix com-
pletion (least squares loss f and trace norm regular-
izer g), etc. There is also rising interest in using
nonconvex losses (mainly for robustness to outliers)
and nonconvex regularizers (mainly for smaller bias
in feature selection and support estimation), see e.g.
[15, 26, 31, 35, 36, 38-40].

Due to the apparent importance of the composite
minimization framework and the rapidly growing size
in both model dimension and sample volume, there
is a strong need to develop a practical parallel sys-
tem that can solve the problem in (1) efficiently and
in a scale that is impossible for a single machine
[2, 8, 14, 16, 19, 21, 25, 37]. Existing systems can
roughly be divided into three categories: bulk syn-
chronous [14, 34, 37|, (totally) asynchronous [8, 25],
and partially asynchronous (also called stale syn-
chronous in this work) [2, 8, 16, 19, 21, 32]. The bulk
synchronous parallel mechanism (BSP) forces synchro-
nization barriers so that the worker machines can stay
on the same page to ensure correctness. However, in a
real deployed parallel system BSP usually suffers from
the straggler problem, that is, the performance of the
whole system is bottlenecked by the slowest worker
machine. On the other hand, asynchronous systems
achieve much greater throughputs, although at the ex-
pense of potentially losing the correctness of the algo-
rithm. The stale synchronous parallel (SSP) mecha-
nism is a compromise between the previous two mech-
anisms: it allows the worker machines to operate asyn-
chronously, as long as they are not too far apart. SSP
is particularly suitable for machine learning applica-
tions, where iterative algorithms robust to small errors
are usually used to find an appropriate model. This
view is also practiced by many recent works building
on the SSP mechanism [2, 16, 19, 21, 24, 27].

Existing parallel systems can also be divided into
data parallel and model parallel. In the former case,
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one usually distributes the computation involving each
component function f; in (1) into different worker ma-
chines. This is suitable when n > d, i.e. large data
volume but moderate model size. A popular algorithm
for this case is the stochastic gradient algorithm and its
proximal versions [2, 16, 19, 21], under the SSP mech-
anism. In contrast, model parallel refers to the regime
where d > n, i.e. large model size but moderate data
volume. This is the case for many computational biol-
ogy and health care problems, where collecting many
samples can be very expensive but for each sample we
can relatively cheaply take a large number of measure-
ments (features). As a result we need to partition the
model x into different (disjoint) blocks and distribute
them among many worker machines. The proximal
gradient [11, 18] or its accelerated version [6] is again
a natural candidate algorithm due to its nice ability
of handling nonsmooth regularizers. However, such
proximal gradient algorithm has not been investigated
under SSP mechanism for model parallelism, although
some other types of asynchronous algorithms are stud-
ied before (see Section 7). The main goal of this work
is to fill in this important gap.

More specifically, we make the following contributions:
1). We propose msPG, an extension of the proximal
gradient algorithm to the new model parallel and stale
synchronous setting. 2). We provide a rigorous anal-
ysis of the convergence properties of msPG. Under a
very general condition that allows both nonsmooth and
nonconvez functions we prove in Theorem 1 that any
limit point of the sequence generated by msPG is a
critical point. Then, inspired by the recent Kurdyka-
Lojasiewicz (KL) inequality [3, 5, 9, 11, 20], we further
prove in Theorem 2 that the whole sequence of msPG
in fact converges to a critical point, under mild techni-
cal assumptions that we verify for many familiar exam-
ples. Lastly, relating msPG to recent works on inexact
proximal gradient (on a single machine), we provide,
under the new model parallel and SSP setting, a simple
proof of the usual sublinear O(1/t) rate of convergence
(assuming convexity). We remark our technical con-
tributions with comparison to related work after each
main results. 3). Building on the recent parameter
server framework [19, 21], we give an economical im-
plementation of msPG that completely avoids storing
local full models in each worker machine. The resulting
implementation only requires storing the partitioned
data (with size O(nd;) for d; assigned parameters) and
communicating a vector of length n in each iteration.
4). We corroborate our theoretical findings with con-
trolled numerical experiments.

This paper proceeds as follows: We first recall some
definitions in §2, followed by the proposed algorithm
msPG in §3. Theoretical findings are reported in §4

(with all proofs deferred to the appendix). An eco-
nomical implementation of msPG is detailed in §5 and
experimentally verified in §6. Finally, we discuss some
related works in §7 and conclude in §8.

2 Preliminaries

We collect here some useful definitions that will be
needed in our later analysis.

Since we consider a proper and closed® function h :
R?¢ — (—00,+0oc] that may not be smooth or convex,
we need a generalized notion of “derivative”.
Definition 1 (Subdifferential and critical point, [29]).
The Frechét subdifferential oh of h at x € dom h s the
set of u such that

liminf M@=h00-uT(2=0) > o (2)
ZFX,Z—X |z—x]|
while the (limiting) subdifferential Oh at x € domh is
the graphical closure of Oh:

{u:3x* = x, h(x*) = h(x),u* € Oh(x") = u}. (3)
The critical points of h are crith := {x: 0 € Oh(x)}.

Pleasantly, when h is continuously differentiable or
convex, the subdifferential dh and critical points crit h
coincide with the usual notions.

Definition 2 (Distance and projection). The distance
function to a closed set Q C R? is defined as:

disto(x) := minyeq |ly — x|, (4)
and the metric projection onto € is:

Projg(x) := argminy cq [y — x|. ()

Note that projg, is always a singleton iff Q is convex.

Definition 3 (Proximal map, e.g. [29]). A natural
generalization of the metric projection using a closed
and proper function h is (with parameter n > 0):

prox; (x) := argmin, h(z) + 5|z — x|, (6)
where || - || is the usual Euclidean norm.

If h decreases slower than a quadratic function (in par-
ticular, when h is bounded below), its proximal map is
well-defined for all (small) 7. For convex h, the prox-
imal map is always a singleton while for nonconvex
h, the proximal map can be set-valued. In the latter
case we also abuse the notation prox}(x) for an ar-
bitrary element from that set. The proximal map is
the key component of the popular proximal gradient
algorithms [6, 11, 18].

! An extended real-valued function h is proper if its do-

main domh := {x : h(x) < oo} is nonempty; it is closed iff
its sublevel sets {x : h(x) < a} is closed for all « € R.
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Definition 4 (KL function, [10, 20]). A function h is
called KL if for all x € dom Oh there exist A > 0 and
a neighborhood X of X such that for all x € X N [x

h(x) < h(x) < h(X) + A] the following inequality holds

¢’ (h(x) = h(x)) - diston(x)(0) > 1, (7)

where the function ¢ : [0,\) = R4,0 — 0, is continu-
ous, concave, and has continuous and positive deriva-
tive ¢’ on (0, ).

The KL inequality (7) is an important tool to bound
the trajectory length of a dynamical system (see
[10, 20] and the references therein for some historic
developments). It has recently been used to ana-
lyze discrete-time algorithms in [1] and proximal al-
gorithms in [3, 4, 11]. As we shall see, the function
¢ will serve as a Lyapunov function. Quite conve-
niently, most practical functions, in particular, “de-
finable” functions and convex functions under certain
growth condition, are KL. For a more detailed discus-
sion of KL functions, including many familiar exam-
ples, see [11, Section 5] and [4, Section 4].

3 Problem Formulation

We consider the composite minimization problem:

mingcge F(x), where F(x)= f(x)+g(x). (P)
Usually f is a smooth loss function and g is a reg-
ularizer that promotes structure. We consider the
model parallel scenario, that is, we decompose the
d model parameters into p disjoint groups, and des-
ignate one worker machine for each group. Formally,
consider the decomposition R? = R% x R4 x - - - x R,
X = (21,29,...,2,), and let V;f : R — R% be the
partial gradient of f on the i-th factor space (ma-
chine). Clearly, z;,V;f(x) € R% and Y0_, d; = d.
The i-th machine is responsible for the i-th factor
z; € R%, however, we also allow machine i to keep
a local copy x* € R? of the full model parameter.
This is for the convenience of evaluating the partial
gradient V;f : R? — R%, and we will discuss in Sec-
tion 5 how to implement this in an economical way.
Note that unlike the data parallel setting, we do not
consider explicitly distributing the computation of the
gradient V; f.

We extend the proximal gradient algorithm [11, 18] to
solve the composite problem (P) under the new model
parallel setting, and we require the following standard
assumptions for our convergence analysis.

Assumption 1. Regarding the functions f,g in (P):
1. They are bounded from below;

2. The function f is differentiable and the gradients
Vf, Vif are Lipschitz continuous with constant L
and L;, respectively. Set L =""_| L;;

3. The function g is closed, and separable, i.e., g(x) =

Zf:l 9i(;).

The first two assumptions are needed to analyze the
proximal gradient algorithm even in the convex and
non-distributed setting, and the third assumption is
what makes model parallelism interesting (and feasi-
ble). We remark that the differentiability assumption
on f can be easily relaxed by smoothing, and the sepa-
rability assumption on g can also be relaxed using the
proximal average idea in [36]. For brevity we do not
pursue these extensions here. One salient feature of
our analysis is that we do not assume convexity on ei-
ther f or g (although our conclusions are considerably
stronger under convexity).

The separability assumption above on g implies that

., prox, (zp)).  (8)

Let us introduce the update operator (on machine ):
—Vif (x) — i, (9)

i.e. machine ¢ computes the i-th part of the gradient
using its local model x‘, updates its parameter x; in
charge using step size 7, and finally applies the proxi-
mal map of the component function g;. In a real large
scale parallel system, the communication delay among
machines and the unexpected shut down of machines
are practical issues that bottlenecks the performance of
the system, and hence a more relaxed synchronization
protocol than full synchronization is needed. Consider
a global clock shared by all machines and denote T;
the set of active clocks when machine i takes an up-
date, and I,y as the indicator function of the event
t € T;. Formally, the t-th iteration on machine 4 can
be written as:

prox,(x) = (prox’7 (1),

Us(x) =Ui(x?, ;) := prox;. (z;

Vi, 2t + 1) = 23 () + Lyer, Us(xF(2)),
(local) x'(t) z( Tf( - Uﬂp(T;(t)))a
(global)  x(t) = (z1(t), --. , %,(t)),

where 0 < T;(t) < t models the delay among ma-

msPG

chines: when machine i conducts its t-th update it only
has access to x;(7}(t)), a delayed version of the factor
x;(t) on the j-th machine. In the above, we collect
the fresh parameters of all machines to form a global
model x(t), which brings convenience for our analysis.
We will refer to the above updates as msPG (for model
parallel, stale synchronous, Proximal Gradient). Fig-

ure 1 illustrates the main idea of msPG.

Obviously, to establish convergence for msPG we need
some control over the delay 7;(t) and the active
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Figure 1: The algorithm msPG under model parallelism and stale synchronism. Machine 4 keeps a local model
x*(t) that contains stale parameters of other machines (due to communication delay and network latency). These
local models are used to compute the partial gradient V; f(x*) which is then used to update the parameters z;(t)
in each machine. See Section 5 for an economical implementation of msPG.

clocks Tj;, for otherwise some machines may not make
progress at all. We first impose the following assump-
tions on the delay and active clocks, and follow by
some explanations.

Assumption 2. The delay and skip frequency satisfy:

1. Vi,Vj,Vt, 0 <t —7i(t) <s;
2. Vi, Vt, TH(t) = t;
3. Vi, v, Tin{t,t+1,--- ,t+ s} #0.

The first assumption basically says that if machine
1 conducts its ¢-th update, then the information it
gathered from other machines cannot be too obso-
lete (bounded by s iterations). The second assump-
tion simply says that machine ¢ always has the lat-
est information on itself. The third assumption re-
quires each machine to update at least once in ev-
ery s iterations. These assumptions are very natu-
ral and have been widely adopted in previous works
(2, 8, 16, 19, 22, 24, 32]. They are also in some sense
unavoidable: one can construct instances such that
msPG do not converge if these assumptions are vio-
lated. Clearly, when s = 0 (no delay) our framework
reduces to the bulk synchronous proximal gradient al-
gorithm.

4 Convergence Analysis

In this section, we conduct detailed analysis of the
model parallel stale synchronous proximal gradient al-
gorithm msPG. Our first result is as follows:

Theorem 1 (Asymptotic consistency). Let Assump-
tion 1 and 2 hold, and apply msPG to problem (P). If
the step size n < (Ly + 2Ls)™", then the global model
and local models satisfy:

1352 It + 1) = x(0)] < oo; |
2 Ton [x(t+1) = x(O) = 0, lim [x(t) = xi(t)]| = 0;
3. The limit points w({x(t)}) = w({x*(t)}) C crit F.

The proof is a bit involved and can be found
in Appendix A. The first assertion says that the
global sequence x(t) defined in msPG has square
summable successive differences, which we will signif-
icantly strengthen below. The second assertion im-
plies that the successive difference of the global se-
quence diminishes, and the inconsistency between the
local sequences and the global sequence also vanishes.
These two conclusions provide some stability guaran-
tee about our algorithm msPG. The third assertion fur-
ther justifies msPG by showing that any limit point
it produces is necessarily a critical point. Of course,
when F' is convex, any critical point is globally opti-
mal.

The closest result to Theorem 1 we are aware of is [8,
Proposition 7.5.3], where essentially the same conclu-
sion was reached but under the much more simplified
assumption that ¢ is an indicator function of a con-
ver set. Thus, our Theorem 1 is new even when g is
a convex function such as the popular ¢; norm. Fur-
thermore, we allow g to be nonconvex, which is partic-
ularly interesting due to the rising interest in noncon-
vex penalties in machine learning and statistics (see
e.g. [15, 26, 31, 35, 36, 38-40]). We also note that the
proof of Theorem 1 (for nonconvex g) involves signifi-
cantly new ideas beyond those of [8].

Interesting as it is, Theorem 1 has one significant de-
ficiency, though: it does not tell us when there exists
a limit point, and it does not guarantee the whole se-
quence to converge to the limit point. In fact, in the
model parallel setting with delays and skips, it is even
a nontrivial task to argue that the objective values
{F(x(t))} do not diverge to infinity. This is in sharp
contrast with the bulk synchronous setting where it
is trivial to guarantee the objective values to decrease
(by using a sufficiently small step size). This is where
we need some further assumptions.

Assumption 3 (Sufficient Decrease). There ewists
a > 0 such that the global model x(t) generated by
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msPG (for problem (P)) satisfies: for all large t,

F(x(t+1)) < F(x(t)) — alx(t+1) —x(®)|>. (10)

We will provide below a sufficient condition in
Lemma 1 and many interesting examples in Example 1
to ensure Assumption 3 to hold.

Assumption 4. F is a KL function.

As we mentioned in the end of Section 2, most practical
functions (including all functions in this work) are KL.
Hence, this is a very mild assumption.

We are now ready to state the much more strengthened
convergence guarantee for msPG:

Theorem 2 (Finite Length). Let Assumption 1, 2,
3 and 4 hold, and apply msPG to problem (P). If the
step sizen < (Ly+2Ls)™" and {x(t)} is bounded, then

Yimo lx(t+1) = x()]| < oo, (11)

Vi=1,...,p, Sooollxi(t+1) —x'(t)] <oo. (12)
Furthermore, {x(t)} and {x*(t)},i = 1,...,p, converge
to the same critical point of F'.

The proof, in Appendix B, borrowed some ideas from
the recent works [3, 4, 11], which, however, did not con-
sider the parallel and asynchronous setting. Compared
with the first assertion in Theorem 1, we now have the
successive differences to be absolutely summable (in-
stead of square summable). The former property is
usually called finite length in dynamical systems. It
is a significantly stronger property as it immediately
implies that the whole sequence is Cauchy hence con-
vergent, whereas we cannot get the same conclusion
from the square summable property in Theorem 1.2
We note that local maxima are excluded from being
the limit in Theorem 2, thanks to Assumption 3. Also,
the boundedness assumption on {x(¢)} is easy to sat-
isfy, for instance, when F' has bounded sublevel sets.
We refer to [4, Remark 3.3] for more conditions that
guarantee the boundedness. Needless to say, if F' is
convex, then the whole sequence in Theorem 2 con-
verges to a global minimizer.

The closest result to Theorem 2, to our best knowl-
edge, is [32], which proved an s-step linear rate when
f satisfies a certain error bound condition and g is the
indicator function of a convex set. In contrast, we al-
low any convex or nonconvex function g (as long as
it is KL). Our proof, inspired by [3, 4, 11], differs
substantially from [32].

2A simple example would be the sequence z(t) =
22:1 %, whose successive difference is square summable
but clearly z(t) does not converge. Consequently, z(t) is
not absolutely summable.

We now provide some justifications on Assumption 3
by considering the simplified case where Vt,7,t € T;,
i.e., machines do not skip updates. The general case
can also be dealt with but the analysis is much more
complicated. The following condition truns out to be
a good justification for Assumption 3.

Assumption 5 (Eventual Lipschitz). The update op-
erators U;,1 = 1, ...,p are eventually Lipschitz contin-
uous, i.e., for all large t and small learning rate n > 0:

[Us(x (¢ 41)) =Us (x* (1)) | < Cam[x" (t+1) =x" (#) |, (13)
where C; > L;,i = 1,...,p, are positive constants.

Note that when g = 0, U; = —nV,; f is Lipschitz con-
tinuous (due to Assumption 1.2), thus Assumption 5
is a natural generalization to an arbitrary regularizer
g. Equipped with this assumption, we can now jus-
tify Assumption 3. (Proof is in Appendix C.) In the
sequel, we denote C = >" | C; > L.

Lemma 1. Assume Vt,i,t € T;. Let the step size

p=1 _p—1
N < 4Cp Jp-1

be eventually Lipschitz continuous, then the sequences
{x(t)} and {x'(t)},i = 1,...,p, have finite length.

forany p>1and allU;,i =1,...,p

Hence it is sufficient to further characterize Assump-
tion 5, which turns out to be a mild condition. In-
stead of giving a very technical justification, we give
here some popular examples where Assumption 5 holds
(proof in Appendix D). Some of these will also be
tested in our experiments.

Example 1. Assume Vt,i,t € T;, then Assumption 5
holds for the following cases (modulo a technical con-
dition on the 1-norm):

e g = 0 (no regularization), g = || - |lo (nonconvex
0-norm), g = || - |1 (1-norm), g = || - ||* (squared
2-norm);

o clastic net g = || -||1 + || - || and its nonconvex vari-
ation g = |- o+ || - I*;

o non-overlapping group norms g = || - |lo2 and g =
-l + 1l - 117

Further for this non-skip case (Vt,i,t € T;), msPG
can be cast as an inexact proximal gradient algorithm
(IPGA), which, together with the finite length prop-
erty in Theorem 2, provide new insights on the nature
of staleness in real parallel systems. It also allows us
to easily obtain the usual O(1/t) rate of convergence
of the objective value.

Let wus introduce an error term e(t) =
(e1(t), , ep(t)), with which we can rewrite
the global sequence of msPG as:

Vi, xi(t+1)= proxy (z;(t)—nVif(x(t))+ei(t)), (14)
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where e;(t) = n[Vif(x(t)) — Vi f(x'(t))]. This alter-
native representation of msPG falls under the IPGA
in [30], where e(t) is the (gradient) error at iteration
t. Note, however, that the error e(t) is not caused by
computation but by communication delay and network
latency, which only presents itself in a real stale syn-
chronous parallel system. For convex functions F, [30]
showed that the convergence rate of the objective value
of IPGA can be controlled by the summability of the
error magnitude ||e(t)||. Interestingly, our next result
proves that the finite length property in Theorem 2 im-
mediately implies the summability of the errors ||el|,
even for nonconvex functions f and g. Moreover, for
convex F, this also leads to the usual O(1/t) rate of
convergence in terms of the objective value.

Theorem 3 (Global rate of convergence). If the finite
length property in Theorem 2 holds, then

1377 lle(t)|| < oo;
2. F(A3,_ x(k)) —inf F <O (t71).

The proof is in Appendix E. Intuitively, if the error e(t)
decreases (slightly) faster than O(1/t), then the rate
of convergence of msPG is not affected even under the
model parallel and stale synchronous setting (provided
F is convex). To the best of our knowledge, this is
the first deterministic rate of convergence result in the
model parallel and stale synchronous setting.

5 Economical Implementation

In this section, we show how to economically imple-
ment msPG for the widely used linear models:

minyega f(Ax) + 9(x), (15)

where A € R"*4. Typically f : R® — R is the like-
lihood function and g : RY — R is the regularizer
(we absorb the regularization constant into g). Each
row of A corresponds to a sample point and we have
suppressed the labels in classification or responses in
regression. Support vector machines, Lasso, logistic
regression, boosting, etc. all fit under this framework.
Our interest here is when the model dimension d is
much higher than the number of samples n (d can be
up to hundreds of millions and n can be up to mil-
lions). This is the usual setup in many computational
biology and health care problems.

A naive implementation of msPG might be inefficient
in terms of both network communication and param-
eter storage. First, Each machine needs to communi-
cate with every other machine, to exchange the latest
block of parameters. If using a peer-to-peer network
topology, the resulting connections will be too dense
and crowded when the system holds hundreds of ma-
chines. We resolve this issue by adopting the parame-

ter server system advocated in previous works [19, 21],
that is, we dedicate a specific server (which can span a
set of machines if needed) to store the key parameters
(will be specified later) and let each worker machine to
communicate only with the server. There is a second
advantage for this master-slave network topology, as
we shall see momentarily.

Second, each machine needs to keep a local copy of
the full model (i.e. x‘(t) in msPG), which can incur
a very expensive storage cost when the dimension is
high. This is where the linear model structure in (15)
comes into help. Note that the local models x(t) are
kept solely for the convenience of evaluating the partial
gradient V,;f : R — R%. For some problems such as
the Lasso, a seemingly workaround is to pre-compute
the Hessian H = AT A and distribute the correspond-
ing row blocks of H to each worker machine. This
scheme, however, is problematic in the high dimen-
sional setting: the pre-computation of the Hessian can
be very costly, and each row block of H has a very
large size (d; x d).

Instead, we use the column partition scheme [e.g. 12,
28], namely, we partition the matrix A into p column
blocks A = [A4,..., Ap] and distribute the block A; €
R™*% to machine i. Now the local update computed
by machine ¢ at the t-th iteration can be rewritten as

Us(x' (1)) =proxy, (xi(t) —nAl f'(Ax'(1))) —2:(t) (16)

Since machine 4 is in charge of updating the i-th block
x;(t) of the global model, to compute the local update
(16) it is sufficient to have the matrix-vector product
Ax'(t). For simplicity we initialize Vi, x*(0) = 0, then
we have the following cumulative form:

Ax'(t) = ) A =)

j=1 j=1 k=0

i (t)

ALieery U (%7 (K)),

A (k)

where recall that when machine ¢ conducts its t-th it-
eration it only has access to a delayed copy z; (T;(t)) of
the parameters in machine j. Since this matrix-vector
product is needed by every machine to conduct their
local updates in (16), we aggregate A;(t) € R™ on the
parameter server whenever it is generated and sent
by the worker machines. In details, the worker ma-
chines first pull this aggregated matrix-vector product
(denoted as A) from the server to conduct the local
computation (16) in an economical way (by replacing
Ax'(t) in (16) with A). Then machine i performs the
simple update:

zi(t+1) = x;(t) + Us(x'(t)). (17)

Note that machine 7 does not maintain or update other
blocks of parameters x;(t),j # 4. Lastly, machine i

718



Yi Zhou*, Yaoliang Yu', Wei Daif, Yingbin Liang*, Eric P. Xing'

Algorithm 1 Economic Implementation of msPG

: For the server:

while recieves update A; from machine ¢ do
A <— A+ Az

end while

while machine 7 sends a pull request do
send A to machine ¢

end while

: For machine 7 at active clock t € T;:

pull A from the server

U; < proxy, (xi — nAl-Tf’(A)) — @
send A; = A;U; to the server
update z; + x; + U;

— = =
vl

computes and sends the vector A;(t) = A;U;(x(t)) €
R™ to the server, and the server immediately performs
the aggregation:

A A+A®). (18)

We summarize the above economical implementation
in Algorithm 1, where A denotes the aggregation of in-
dividual matrix-vector products A on the server. The
storage cost for each worker machine is O(nd;) (for
storing A;). Each iteration requires two matrix-vector
products that cost O(nd;) in the dense case, and the
communication of a length n vector between the server
and the worker machines.

6 Experiments

We first test the convergence properties of msPG via a
non-convex Lasso problem with the group regularizer
Il - llo,2, which takes the form

mine gllAx = b|* + A2, Iz =0),  (19)

where A € R1000x2000 4nd we refer to Appendix F for
the specifications of data generation. We use 4 ma-
chines (cores) with each handling five groups of coor-
dinates, and consider staleness s = 0, 10, 20, 30, respec-
tively. To better demonstrate the effect of staleness,
we let machines only communicate when exceed the
maximum staleness. This can be viewed as the worst
case communication scheme and a larger s brings more
staleness into the system. We set the learning rate to
have the form n(as) = 1/(Ly+2Las), o > 0, that is, a
linear dependency on staleness s as suggested by The-
orem 1. Then we run Algorithm 1 with different stal-
eness and use 7(0),n(10), n*(as), respectively, where
n*(as) is the largest step size we tuned for each s that
achieves a stable convergence. We track the global
model x(¢) and plot the results in Figure 2. Note that
with the large step size 77(0) all instances (with nonzero

staleness) diverge hence are not presented. With 7(10)
(Figure 2, left), the staleness does not substantially
affect the convergence in terms of the objective value.
We note that the objective curves converge to slightly
different minimal values due to the non-convexity of
problem (19). With n*(«as) (Figure 2, middle), it can
be observed that adding a slight penalty as on the
learning rate suffices to achieve a stable convergence,
and the penalty grows as s increases, which is intuitive
since a larger staleness requires a smaller step size to
cancel the inconsistency. In particular, for s = 10 the
best convergence is comparable to the bulk synchro-
nized case s = 0. (Figure 2, right) further shows the
asymptotic convergence behavior of the global model
x(t) under the step size n*(as). It is clear that a linear
convergence is eventually attained, which confirms the
finite length property in Theorem 2.

Next, we verify the time and communication efficiency
of msPG via an [; norm Lasso problem with very high
dimensions, taking the form

miny %HAX—b”%'i‘)\HXHl. (20)

We generate A € R™¥? of size n = 1Million and
d = 100Millions. See Appendix F for the specifications
of data generation. We implement Algorithm 1 on
Petuum [13, 19] — a stale synchronous parallel system
which eagerly updates the local parameter caches via
stale synchronous communications. The system con-
tains 100 computing nodes and each is equipped with
16 AMD Opteron processors and 16GB RAM linked
by 1Gbps ethernet. We fix the learning rate n = 1073
and consider maximum staleness s = 0,1,3,5,7, re-
spectively. (Figure 3, left) shows that per-iteration
progress is virtually indistinguishable among various
staleness settings, which is consistent with our previ-
ous experiment. (Figure 3, middle) shows that system
throughput is significantly higher when we introduce
staleness. This is due to lower synchronization over-
heads, which offsets any potential loss due to staleness
in progress per iteration. We also track the distribu-
tions of staleness during the experiments, where we
record in A the clocks of the freshest updates that
accumulate from all the machines. Then whenever a
machine pulls A from the server, it compares its lo-
cal clock with these clocks and records the clock dif-
ferences. (Figure 3, right) shows the distributions of
staleness under different maximal staleness settings.
Observe that bulk synchronous (s = 0) peaks at stale-
ness 0 by design, and the distribution concentrates in
small staleness area due to the eager communication
mechanism of Petuum. It can be seen that a small
amount of staleness is sufficient to relax the communi-
cation bottlenecks without affecting the iterative con-
vergence rate much.
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7 Related Work

The stale synchronous parallel system dates back to
[7, 8, 32, 33], where it is also refered to as partially
asyncrhonous system. These work consider using stale
synchronous systems to solving different kinds of op-
timizations problems with allowing machines to skip
updates during the process. Asymptotic convergence
of partially asynchronous gradient descent algorithm
for solving unconstraint smooth optimizations is es-
tablished in [8], with its stochastic version being an-
alyzed in [33]. Asymptotic convergence of partially
asynchronous gradient projection algorithm for solv-
ing smooth optimizations with convex constraint is es-
tablished in [8], and a “B-step” linear convergence is
further established in [32] with an error bound con-
dition. Linear convergence of partially asynchronous
algorithm for finding the fixed point of maximum norm
contraction mappings is established in [7, 17].

Another series of work focus on SSP systems where
machines are not allowed to skip updates [21-23]. In
their settings, The system imposes an upper bound
on the maximum clock difference between machines.
Asymptotic convergence is established for proximal
gradient algorithm for data parallelism [23] and for
block coordinate descent [22] with a smooth objec-
tive and convex regularizer. Other works consider
stochastic algorithms on stale synchronous system.
[19] proposes an SSP system for stochastic gradient
descent, and establishes O(1/v/k) regret bound under
bounded diameter and bounded sub-gradient assump-

tion. [16, 27] consider a delayed stochastic gradient
descent algorithm. Linear convergence to a neighbor-
hood of optimum is established with strong convexity
assumption in [16] and with additional bounded gra-
dient assumption in [27]. [2] proposes a distributed
delayed dual averaging and mirror descent algorithm,
and establishes O(1/v/k) regret bound under standard
stochastic assumptions.

8 Conclusion

We have proposed msPG as an extension of the proxi-
mal gradient algorithm to the model parallel and stale
synchronous setting. msPG allows worker machines to
operate asynchronously as long as they are not too far
apart, hence greatly improves the system throughput.
Theoretically, we provide a rigorous analysis of msPG
that simultaneously covers nonsmooth and nonconvex
functions. In particular, under mild conditions, the
whole iterate sequence generated by msPG converges
to a critical point. We implement msPG using the pa-
rameter server platform, and completely bypass the
need of keeping a local full model. Preliminary nu-
merical experiments confirm the effectiveness of msPG
on solving very high dimensional problems.
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Supplementary Materials

A Proof of Theorem 1

Theorem 1 (Asymptotic consistency). Let Assumption 1 and 2 hold, and apply msPG to problem (P). If the
step sizen < (Ly + 2Ls)~ Y, then the global model and local models satisfy:

15, (e + 1) — x()? < o0; |
2 Ton x(t+ 1) — x()] = 0, lim [lx(t) — x'(8)] = 0;
3. The limit points w({x(t)}) = w({x*(t)}) C crit F.

Proof. We start from bounding the difference between the global model x and the local model x* (on any machine
7). Indeed, at iteration ¢, by the definition of the global and local models in msPG:

lx(t) — <" ()| = Z llazj () = ;5 (5 ()12 (21)
P t—1 2
( triangle inequality ) < Z Z lej(k+1) —a; (k)| (22)
j=1 kZT}(t)
P t—1 2
( Assumption 2.1 ) < Z Z llzj(k+ 1) —a; (k)| (23)
J=1 \k=(t—s)4
(X mern-m®l . Y leErn-nml)| @
k=(t—s)+ k=(t—s)+
| mE D = s B e e+ 1) — 2 R)) (25)
k=(t—s)+
( triangle inequality ) < i H(Hxl(k +1) =21 (B, -, wp(k+1) — 2, (R)]) H (26)
k=(t—s)+
i—1
= > Ix(k+1) —x(k), (27)
k=(t—s)+

where in the last equality we used the following property of the Euclidean norm:

%[l = MGy, o zp) [ = ([l s [lplDI- (28)

Equation (27) bounds the inconsistency between the global model and the local models. We will repeatedly use
it in the following, as it provides a bridge to jump from the global model and the local models back and forth.

Next we bound the progress of the global model x(t). If ¢ € T; (i.e., machine i updates at iteration t), then using
the definition of the update operator U;(x%(t)) in Equation (9) we can rewrite z;(t + 1) as

z;(t + 1) = prox} (z;(t) — NV, f(x" (), (29)
where we recall the proximal map proxy, from Definition 3. Thus, for all z € R
1 i 2 1 i 2
gi(zi(t +1)) + 2 |zi(t + 1) = zi(t) + nVif (X' ) ||” < gi(2) + o |z = zi(t) + nVif (X' @) || (30)
Substituting with z = x;(t) and simplifying yields

gi(wi(t+1)) — gi(zi(t)) < —%Hxi(t +1) =z (t)|? = (Vaf (X' (1)), 2i(t +1) — 2i(1)) - (31)
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(If g; is convex, we can replace ﬁ with %) Note that if ¢ € T;, then z;(t + 1) = z;(¢) hence Equation (31) still
trivially holds. On the other hand, Assumption 1.2 implies

fx+1) = f(x(t) < (x(t+1) —x(t), VF(x(1))) + %Hx(t +1) = x(1)]*. (32)
Adding Equation (32) and Equation (31) (for all 7) and recalling F(x) = f(x) + >_, gi(x;), we have

F(x(t+1)) = F(x(t)) < 5(Ly = 1n)llx(t + 1) =x(@)I* + D {2t + 1) —ai(t), Vif (x(8)) = Vif (x'(8)))  (33)

i=1

( Cauchy-Schwarz ) < 3(Ly — 1/m)llx(t + 1) = x(®)[2 + 3 [a(t + 1) — 2,0 - [Vef(x(8)) - Vi f (' ()]

i=1
(34)
( Assumption 1.2) < 5(Ly — 1/n)[x(t +1) — x(8)|* + Z it +1) — 2 (t)]| - Lil|x(t) — x"(1)]] (35)
P t—1
( Equation (27) ) < §(Ly = 1/n)llx(t +1) = x@)|]* + > Lillas(t + 1) —z:@)l[ - Y Ix(k+1) = x(k)|
i=1 k=(t—s)4
(36)
( Assumption 1.2 ) < 1(Ly — 1/n)|jx(t + 1) — x(¢)||* + L[jx(t + 1) — x(¢)| - Z |x(k+ 1) —x(k)||
k=(t—s)+
(37)
(ab< =2 ) < H(Ly— Uit 4 1)~ <O+ 5 32 [Ihelh+ 1) =X+ (i + 1) — x(1)?
k=(t—s)4+
(38)
< 5(Ly+Ls = 1/n)|x(t + 1) —x(t)||* + é o Ix(k+1) —x(k))*. (39)
k=(t—s)+
Summing the above inequality from m to n — 1 we have
F(x(n)) — F(x(m)) < 5(Ls + Ls — 1/n) Z (¢ +1) —x(t)* + Z Z x(k +1) = x(k)|[* (40
t=m t=m k=
n—1
< 3(Lp+2Ls—1/n) > |x(t+1) —x(t)]*. (41)
Therefore, as long as n < 1/(Ly + 2Ls), letting m = 0 we deduce
2 2

Z (e 1) = xOI < 70— 5 () = Fxln)] < g7 5 [F(x(0) ~ it Fa)). (42

By Assumption 1.1, F' is bounded from below hence the right-hand side is finite and independent of n. Letting
n goes to infinity completes the proof of item 1.

Item 2 follows immediately from item 1 and (27), whence it is clear that for all ¢ the limit points satisfy
w({x(k)}) = w({x"(k)}).

To prove item 3, let x* be a limit point of {x(¢)};, i.e., there exists a subsequence x(¢,,) — x*. Since the
objective function F' is closed we know x* € dom F. To show x* € crit I’ we need to exhibit a sequence say
X(km + 1) such that3

X(kp + 1) = x*, F(x(km +1)) = F(x*), 0 u(k,, +1) € 0F (x(ks, + 1)). (43)

3Technically, from Definition 1 we should have the Frechét subdifferential OF in Equation (43), however, a usual
diagonal argument allows us to use the more convenient (limiting) subdifferential.
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This is the most difficult part of the proof, and the argument differs substantially from previous work (e.g. [8]).

We first prove the subdifferential goes to zero. Observe from Assumption 2.3 that the iterations {t,¢ € T;} when
machine ¢ updates is infinite. Let ¢ € T; and by the optimality condition of z;(t 4+ 1) in Equation (29):

= [z +1) —2:i()) + Vi f (x'(D)] € Ogi(as(t + 1)), (44)

i.e. there exists u;(f + 1) € dg;(x;(f + 1)) such that

it + 1) + Vif (x(E + D) < Jui(+ 1) + Vi f(x@)]| + [ Vif (x(F+ 1)) = Vif (x(@))] (45)

( Equation (44), Assumption 1.2 ) < H%}(xi(f—k 1) — 2i(f) + Vi f(x'(0)) — Vi f (x(£)) H + Li|x(F + 1) — x(D)
(46)

( triangle inequality, Assumption 1.2 ) < %Hxl(f—k 1) — 2;(D)|] + Li||x"(t) — x(D)|] + Li||x( + 1) — x()|| (47)
( Equation (27) ) < Hlzi(f+1) =z + L Y [Ix(k+1) —x(k)]. (48)

k:(f—s)+

We now use a chaining argument to remove the condition ¢ € T; above. For each t ¢ T; let ; be the largest element
in {k <t:k€T;}. Thanks to Assumption 2.3 #; always exists and ¢t — #; < s. Therefore, for any ¢ & Tj, since
z;(t+1) = 2;(f; + 1) we can certainly choose u;(t+1) € dg;(w;(t+1)) to coincide with u;(t; +1) € 9g;(z;(t; +1)).
Then:

Jui(t+1) + Vaf (x(t+ 1)) — ui(ti + 1) = Vi f (x(ti + )| = [Vaf (x(t + 1)) = Vi f (x(t: + 1))]| (49)
( triangle inequality ) < > [[Vif(x(k + 1)) = Vi f(x(k))| (50)
k=t;+1

t
(Assumption 23 ) < > [[Vif(x(k+1)) = Vif(x(k))l|  (51)
k=(t—s+1)+
(Assumption 1.2) < L; Y [x(k+1) — x(k). (52)
k=(t—s+1)+

Combining the two separate cases in Equation (48) and Equation (52) above we have for all ¢:

t

la(t+1) + VAt + D)) < (Vp/n+2L) Y Ix(k+1) —x(k)], (53)
k=(t—2s)+
where of course u(t + 1) = (ui(t + 1), ... , up(t +1)) € dg(x(t + 1)) and we artificially introduce /p for

convenience of subsequent proof. Therefore, from item 2 we deduce
Jm distop(e+1))(0) = 0. (54)

Next we deal with the function value convergence in Equation (43). For any {; € T}, using Equation (30) with
z = 2] we have

gi(zi(t; + 1)) + % s (s + 1) — @i(t:) + Vi f(x'( z))H2 < gi(z}) + % & — @i(Es) + Vi f (x( z))HQ, (55)

which, after rearrangement, yields

gilwilEs + 1) < gi(27) + %sz‘ —i(in)|? - %Hwi(ﬁ 1) = a @I + (af -zl +1), Vi f(xi(E)) (56)
— gi(27) + %sz‘ — i(in)|? - %Hxi@ 1) = @@ + af — walhi + 1), Vi f(x7))

+ (@) — it + 1), Vi f(x'(£;)) — Vi f(x")). (57)
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We wish to deduce from the above inequality that g;(z;(£; + 1)) — g(z}), but we need a uniformization device

to remove the dependence on 4 (hence removing the condition ¢; € T;). Observing from item 2 that

lim max | IIx(t+1) —x*|| = 0, lim max | [x‘(t+1) —x*|| — 0. (58)

M—00 tE[ty, —S,tm+58 M—>00 tE€[ty, — S, tm+5s

By Assumption 2.3, [t — S, tm + 8] NT; # 0 for all 4, using item 2 again and the Lipschitz continuity of V f, we
deduce from Equation (57) that

lim su max i(zi(t+ 1)) < gi(z)). 59
m%wpte[tmﬂ’tmﬂ]mﬂg( (t+1)) < gi(a7) (59)

Since each machine must update at least once on the intervals [t,, — s, t,,] and [t,,, t, + 5], let £

+, be the largest
element of [t,, — s,t,,] NT;. Then from the previous inequality we have

lim sup max gi(xi(t+ 1)) < gi(z}). (60)

m—oo tE[t, tm+s]NT;

Since g;(xi(t + 1)) = gi(zs(t)) if t € T; and #, € Ty, it follows that

max g;(x;(t+1)) <  max gi(z;(t + 1)), (61)
LE [t tm 5] te[tl, tm+s]NT;
hence
limsup ~ max  gi(w;(t + 1)) < gi(a7). (62)

m—o00 tE€[tm,tm+s
Choose any sequence k,, such that k,, € [tm,tm + s]. Since x(t,,) — x*, from item 2 it is clear that
x(km +1) — x™. (63)

From Equation (62) we know for all ¢, limsup,,,_,  gi(zi(km +1)) < gi(z}) while using closedness of the function
g; we have liminf,, ,o0 gi(zi(km + 1)) > gi(x}), thus in fact lim,, oo gi(@i(km + 1)) = gi(x}). Since f is
continuous, we know

lim F(x(kn+1)) = F(x). (64)

m—o0

Lastly, combining Equation (54), Equation (63) and Equation (64), it follows from Definition 1 that x* €
crit F'. O

B Proof of Theorem 2

Theorem 2 (Finite Length). Let Assumption 1, 2, 8 and 4 hold, and apply msPG to problem (P). If the step
size n < (Ly +2Ls)~! and {x(t)} is bounded, then

Dimo Ix(t+ 1) = x(t)]| < oo, (11)
Vi=1,....p, Yoo llxi(t+1) —x'(t)] < oo (12)

Furthermore, {x(t)} and {x'(t)},i = 1, ...,p, converge to the same critical point of F.

Our proof requires the following simple uniformization of the KL inequality in Definition 4:

Lemma 2 (Uniformized KL inequality, [11, Lemma 6]). Let h be a KL function and Q C domh be a compact
set. If h is constant on §, then there exist e, A > 0 and a function ¢ as in Definition 4, such that for all X € Q
and all x € {x € R? : disto(x) < e} N[x: h(X) < h(x) < h(X) + A], one has

¢’ (h(x) = h(%)) - diston(x)(0) = 1.

The proof of this lemma is the usual covering argument.
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Proof of Theorem 2. We first show that if the global sequence has finite length (i.e. (11)) then the local sequences
also have finite lenggth (i.e. (12)). Indeed,

' (¢ + 1) = x' ()] < [ (t+ 1) = x(t + D] + [[x(t + 1) = x(@®)] + [|x(t) - x' @) (65)
(Bauation (27) ) < Ix(t+ D) —x(@) + 3 I+ —x®I + 3 [Ixtk+1)—x®)]. (66)
k=(t+1—s)4+ k=(t—s)+

Therefore, summing from t =0 to t = n:

n t t

DK E+1) =X @) < o dxk+ D —xB)| + Y Ix(k+1) —x(k)| (67)
t=0 t=0 | k=(t+1—s)4+ k=(t—s)+
<@s+ 1)) [x(t+1) = x(1)]. (68)
t=0

Letting n tend to infinity we have (11) = (12).

From Theorem 1 we know the limit points of {x(¢)} and {x!(t)},i = 1,...,p, coincide, and they are critical
points of F.

The only thing left to prove is the finite length property of the global sequence x(t). If for all large ¢ we
have x(t + 1) = x(t) then the conclusion is trivial. On the other hand, we can remove all iterations ¢ with
x(t + 1) = x(t), without affecting the length of the trajectory. Thus, in the following we assume for all (large)
t we have x(t + 1) # x(t). Thanks to Assumption 3 and Assumption 1.1, it is then clear that the objective
value F(x(t)) is strictly decreasing to a limit F*. Since {x(t)} is assumed to be bounded, the limit point set
Q = w({x(t)}) is nonempty and compact. Obviously for any x* € Q we have F(x*) = F*. Fix any € > 0,
clearly for ¢ sufficiently large we have? distq(x(t)) < e. We now have all ingredients to apply the uniformized
KL inequality in Lemma 2, which implies that for all sufficiently large ¢, there exists a continuous and concave
function ¢ (with additional properties listed in Definition 4) such that

(p/(F(X(t)) — F*) . diStaF(x(t))(O) 2 1. (69)
Since ¢ is concave, we obtain

Ay = @(F(x(t)) — F*) — @(F(X(t +1)) - F*) > @'(F(X(t)) — F*) (F(x(t)) — F(x(t+ 1))) (70)
S allxt+1) —x(1)]*
T distgpxe)(0)

( Assumption 3 and Equation (69) )

It is clear that the function ¢ (composed with F') serves as a Lyapunov function. To proceed, we need to upper
bound the subdifferential 0F(x(t)), which has been painstakingly dealt with in the proof of Theorem 1.

Using the inequality 2v/ab < a + b for positive numbers we obtain from Equation (71): for ¢ sufficiently large,

2[x(t +1) = x(t)]| < 2 An41 + gdistarx)(0), (72)

4This is true for any bounded sequence, and we provide a proof for completeness: Suppose not, then there exists € > 0
such that for all n there exists a t > n such that disto(x(¢)) > €. Thus, we can extract a subsequence {x(¢m)} such that
disto(x(tm)) > €. However, since {x(t)} is bounded, we can extract a further subsequence, say {x(tm, )}, that converges,
i.e. disto(x(¢m,)) — 0, contradiction.
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where § > 0 will be fixed later. Summing the above inequality over ¢ from m (sufficiently large) to n:

DIEEETUIED IR SF L (73
( telescoping and Equation (53) ) < gga(F(x(m)) o Xn: M zt: Ix(k+ 1) —x(B)|  (74)

t=m b=(t=2s)

< D oratmy - )+ EEORIED R
k=(m—2s)
¢ BN Sy xe). ()
Setting 0 = (25 + 1)(y/p/n + 2L) and rearranging:

S e+ ) - (e < EEDPED oy py s S sl (10

= k=(m—2s)

Since the right-hand side is finite and does not depend on n, letting n tend to infinity completes our proof for
Equation (11). O

C Proof of Lemma 1

Lemma 1. Assume Vt,i,t € T;. Let the step size n < %\/ﬁ\/fﬁil

eventually Lipschitz continuous, then the sequences {x(t)} and {x%(t)},i =1, ..., p, have finite length.

for any p > 1 and all U;;i = 1,...,p be

Follow the same argument of equation (27), one can bound ||x?(t) — x*(t + 1) similarly as

t
(&) = t+ D)< > Ixtk+1) —x(k)]. (77)
k::(t—s)+
For simplicity we omit the details.
Since Assumption 5 holds for all ¢ > ¢, we prove the lemma by considering two complementary cases.
Case 1: There exists a ¢ > ¢, such that

i

s+1 _
S etk 1)~ x(k) < Y (4 1)~ x(0)]
k=(t—s)+

NG

Case 2: For all t >t case 1 fails.

We will show that case 1 leads to the sufficient decrease property in Assumption 3 for all large ¢, case 2 leads to
the finite length of the models.

Case 1: { exists.

We start by proving the following lemma.

. s+1_ .
Lemma 3. With Assumption 5 and the existence of t. Set n~* % fp\/ﬁﬂ 1, then it holds for all t >t that

I+ 1) = x(B) < V/ollx(E+2) —x(E+1)].
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Proof. Using the inequality ||a||3 — ||b||3 < 2||al|||la — b]|, we have for all ¢ > > tf,

Ioc(t + 1) = x(0)[2 [t +2) — (¢ + D2 < 2 [t + 1) = x(O] | Ge(t + 1) = (1)) — (xt +2) = x(t + 1)
ST (1) — DU+ 1) '

i=1 i=1

(no skip of update) = 2 ||x(t + 1) — x(¢)]|

<2x(t+1) = x@)| Y [|U(x' () = Uslx' (¢ + 1))

i=1

—

Il
-

(Assumption 5) < 2 ||x(¢t + 1) — x(¢)]] ( Cinllx*(t) — x"(t + 1)||>

K2

t

(equation (77)) < 2[|x(t + 1) —x(®)| [ S Cim | 32 lIx(k +1) — x(k)]

i=1 k=(t—s)+

t

=20 [Ix(t+ 1) = x@) | Y Ix(k+1) —x(k)]] - (78)
k=(t—s)+
Now we use an induction argument. Since there exists { > t7 such that Zi:(f—sp Ix(kE + 1) — x(k)| <

s+1_ ~ ~ ~
\/ﬁ\//}l Ljx(£ + 1) — x(£)||, then set t = f in the above inequality, we obtain

s+1 o
2 |+ 2) - xE+ 1)) <2002 x4 1) - x|

Jh—1
(choice of 1) < (1 - ;) [x( + 1) = x()|

||x(t+ 1) — x(%)

2

(79)

After rearranging terms we conclude ||x(t+1) —x(f)|| < /p|x(t+2) —x(f+1)|. Now we assume this relationship

holds up to ¢ (t > t), then (78) becomes

s+1
It + 1) — x(B)]2 — (¢ +2) — x(t + D)2 < 2092~ (e + 1) - x(t)]2

VP -1
1
(choice of ) < (1 - ) [x(t+ 1) — x(t)||
p
we obtain |x(t + 1) —x(t)|| < /p||x(t +2) —x(t + 1)||. This completes the lemma. O

With this bound, inequality (37) can be further bounded for ¢ > # as

t—1
F(x(t+1)) = F(x(t)) < $(Ly = 1/n)llx(t + 1) =x() > + LIxt+ 1) =x(@®)] - > lIx(k+1) =x(k)|.
k=(t—s)4+
< —allx(t + 1) - x ()%, (80)
where
o= Ly Lyp(l - i)
- 2 1—/p
C>Lpsnys 2o Pl LT Iy

p—1 p—1 Vh—1 2
L(yp*tt —1), 2 L
vh—1 ‘p-1
(L>Lsp>1)>0,
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This proves the sufficient decrease for all t > # of the objective value. Hence, the finite length property of the
models follows from Theorem 2.

Case 2: t does not exist

In this case we have for all ¢ > ¢;, it holds that ZZ:(t—s)Jr Ix(k+1) — x(k)| > \/5;_11_1 Ix(t + 1) —x(¢)||. Set

N . . .
D= T and sum the inequality over ¢ from t;, to n yields

> Ik +1) = x(k)|| < % Yoo Ixk+1) = xR

k=ty, t=tr k=(t—s)+
s+ 1 n
<L S e+ —x0).
t=(tr—s)+

which after rearranging terms becomes

n tr—1
(- Y ke -xml <51 Y x 1) - x)l.
t=tr, t=(tr—s)+

. _ Pt -1
Since D = T

> s+ 1 for p > 1 and ¢, is finite, the right hand side of the above inequality is finite, and

the left hand side has positive coefficient. Thus the above inequality implies

n

3 lx(t + 1) = x(B)]| < +oc.

t=0

Enlarge n — oo gives the finite length property of the global model. By the proof of Appendix B, we know the
finite length of global model implies the finite length of all local models.

D Proof of Example 1

We proof case by case, and the scaled version yg(x),~y > 0 trivially follows from the same argument.
Cases g =0, g = 4[| - ||

When g = 0, the update operator in eq. (9) becomes U;(x(t)) = —nV, f(x*(t)), which is nL; Lipschitz due to
Assumption 1.2 .

When g = %H -||?, the update operator becomes for i = 1,...,p

Ui () = prox] s (ea(t) = Vi f O (0)) = 23(8) = == (m:() + Vi (£ (1))

1+n

With which we have
U (x"(t + 1)) = Us(x" (1)) | < Tln,lll(a?i(t +1) = a(8) + (Vif (x"(t + 1)) = Vif (x" (1))

<1+ Li)llx'(t+1) = x' (1)

Cases g= |- llo, I llo+1I-1I% Il llo.2s I - [lo2 + |l - [[*+ For the non-overlapping group norms, we assign each
machine a subset of groups of coordinates.
Consider g = || - ||o, its proximal map on i-th coordinate can be expressed as

0, otherwise

oy o) = 302

The mapping contains a hard threshold, i.e., it filters out those coordinates with magnitude less than /27. This
implies that any change of the support set of proxgi(zi) will induce a jump of magnitude of at least y/2n. On
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the other hand, the second assertion of Theorem 1 imply that tlim lz; (t + 2) — z;(t + 1)|| = 0, which by local

update can be expressed as
Jim [Jorox, (i(t + 1) = gV f (' (¢ + 1)) — prox], (zi(t) — 0V f(<'(1))] = 0.

Hence by the above equation and the jump of proximal map, the support 2 of proxy, (z;(t) — 0V, f(x(1))) (ie.,
2;(t+ 1)) must remain stable for all ¢ sufficiently large. Moreover, the proximal map reduces to identity operator
on the support set Q2. Thus, for all ¢ sufficiently large we have

U (x* (¢ + 1)) = Us(x" ()| = [lproxy, (zi(t + 1) = Vi f(x'(t + 1)) = @(t + 1) — proxg, (zi(t) = Vi f(x' (1)) — zi(t)]|
(support on ) = ||[pr0x2i (x;(t+1)— nVif(Xi(t +1) -z (t+1) — proni (x;(t) — nVif(xi(t))) —z;(t)]all
(proxy is identity on ) < Vi f(x (1)) — nVif(x'(t + 1))
< nLifx'(t+1) = x'(#)].-
Hence the operator is eventually O(n) Lipschitz.

Next we consider (without loss of generality) g = || - [o + 3| - ||> where A > 0. The proximal map on i-th
coordinate is
0oy # i [z > /2 +n?A)
proxg, (i) { 0, otherwise

Thus, the mapping also contains a hard threshold. Following similar argument as previous case, we conclude
that the support Q of prox, (x;(t) — nV,f(x'(t))) (i.e., z;(t + 1)) must remain stable for all ¢ sufficiently large,
and the proximal map reduces to identity operator on €. Consequently, the operator U;(x*(t)) is O(n) Lipschitz
for all ¢ large.

The proof of group norms g = || - [[o.2, || - lo,2 + || - ||* then follows by realizing that the proximal maps have hard
threshold on group support.

Cases g= | ||1, || - |l + | - ||* with eventual stable support set of {x(t)}:

For these two cases we assume that the support set of {x(¢)} remains unchanged for all large t.

We just need to consider g = || - |1 + 3| - [|%, A > 0. Its proximal map on vector z; has the form

prox,(z;) = ﬁsgn(zi) (Izi] = m)4 -

Since the support set  of x(t) (i.e. prox] (z;(t) — nVif(x'(t)))) is assumed to be stable after some ¢, the
above soft-thresholding operator ensures that |x;(t) — nV,;f(x'(t))|q > n for all large ¢, and we obtain

Ui(x'(t)) = [wi(t + 1) = z5(t)]a = [proxy (z:(t) — nVif (x'(1))) — i(t)]e

= (L+n0) 7" [-0Vif (x'(8)) — nsgn (2:(t) — nVif (x'(1))], —

On the other hand, Theorem 1.2 and the Lispchitz gradient of f implies
tlggo H [mi(t +1) =V f(x'(t + 1))] - [ml(t) - nvif(xi(t))] H =0.

Then [sgn(z;(t) — nV.f(x'(t))]q must eventually remain constant, since otherwise the condition |z;(t) —
nVif(x'(t))la > n will induce a change of |x;(t) — 7V, f(x'(t)| to be at least 27 and violate the above asymptotic
condition. In summary, for all large ¢ we have

Uixi(6)) = (14 nA) ! [-nVaf(xi (1)) — Const] , — —2[z:(8)]a

which further implies that

nA

Ui (x" (¢ +1)) = Ui(x (@) < (1 + 027" [nVaf(x'(t+ 1)) = nVaf (x'(1)] , + T

[zi(t +1) — 2 ()]all
< nLgl|x" (¢ + 1) = x" ()| + nAlx' (¢t + 1) = x" ()]

<n(Li + N)Ix'(E+1) = x" (@]
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E Proof of Theorem 3

Theorem 3 (Global rate of convergence). If the finite length property in Theorem 2 holds, then

1Y, lle()]] < oo
P, x(k) — nf F < O (7).

Proof. For the first assertion, note that for any n:

dolle®ll =nd [(Vifx' (1) = Vifx(#), -, Vpf () = Vyf (x(1) ]
t=0

t=0
(82)
n p
( triangle inequality, Assumption 1.2 ) <7 Z Z illx(@) — < (@)l (83)
t=0 i=1
n P t—1
( Equation (27) ) <n (Z Li) Z [x(k + 1) — x(k)||
t=0 \i=1 k=(t—s)+
i
n [x(k + 1) — (k)| (84)

t=0
Letting n tend to infinity we obtain
D lle@)ll < Lsn ) lx(t +1) = x(t)]| < oc. (86)
t=0 t=0

For the second assertion, we first recall from [30] that the inexact proximal gradient algorithm in Equation (14)
has the following bound, provided that F' is convex:

t t
1 . x(0) — x*[| + 24;)?
F (tZX(k)> —F*< (I=(0) 2t77” t) , where A; = nlle(k)|. (87)
k=1 k=0
The second assertion thus follows from the first one (assuming convexity). O

F Experiments Specifications

Specifications for || - ||p2 Lasso:

20
min *HAX—bII2+Z% (EAIDE

i=1

Here A € R!000x2000 1 ¢ RI000 and x € R2000 is divided into 20 equal groups of features. Matrix A is
generated from A(0, 1) with normalized columns. We set b = Ax + ¢, where ¢ is generated from N'(0,1072) and
x is a normalized vector with 8 non-zero groups of features generated from A(0,1). For the non-zero groups of
X, we set the corresponding v; = 10™%, and for the remaining groups we set v; = 1072,

We implement msPG on four cores with each core assigned five group of features. Each core stores the corre-
sponding column blocks of A.

Specifications for || - ||; Lasso:

.1
miny 5[} Ax = b3 + [,
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Data Generation

We generate the data column-wise. Starting from first column, we randomly pick 10* samples to have non-zero
in column 1 and sample each value from Uniform(—1,1). We normalize it such that the £5-norm of the column
is 1. We denote these values as vi € R™. To generate column ¢, with probability 0.5 we randomly pick a new
set of samples to have non-zero values at column i (otherwise we use the same samples from column ¢ — 1). This
simulates the correlations between each column. Once the samples are chosen, we assign values from Unif(—1, 1).
v; is again normalized. We generate ground truth regressor 8 € R¢ from A/(0,1) with 1% non-zero entries, and
obtain the regressed value from b = A5 where A is the design matrix.



