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Abstract

Despite the variety of robust regression methods that have been developed, cur-
rent regression formulations are either NP-hard, or allow unbounded response
to even a single leverage point. We present a general formulation for robust
regression— Variational M-estimation—that unifies a number of robust regression
methods while allowing a tractable approximation strategy. We develop an esti-
mator that requires only polynomial-time, while achieving certain robustness and
consistency guarantees. An experimental evaluation demonstrates the effective-
ness of the new estimation approach compared to standard methods.

1 Introduction

It is well known that outliers have a detrimental effect on standard regression estimators. Even a
single erroneous observation can arbitrarily affect the estimates produced by methods such as least
squares. Unfortunately, outliers are prevalent in modern data analysis, as large data sets are auto-
matically gathered without the benefit of manual oversight. Thus the need for regression estimators
that are both scalable and robust is increasing.

Although the field of robust regression is well established, it has not considered computational com-
plexity analysis to be one of its central concerns. Consequently, none of the standard regression
estimators in the literature are both robust and tractable, even in a weak sense: it has been shown
that standard robust regression formulations with non-zero breakdown are NP-hard [1, 2], while
any estimator based on minimizing a convex loss cannot guarantee bounded response to even a sin-
gle leverage point [3] (definitions given below). Surprisingly, there remain no standard regression
formulations that guarantee both polynomial run-time with bounded response to even single outliers.

It is important to note that robustness and tractability can be achieved under restricted conditions. For
example, if the domain is bounded, then any estimator based on minimizing a convex and Lipschitz-
continuous loss achieves high breakdown [4]. Such results have been extended to kernel-based
regression under the analogous assumption of a bounded kernel [5, 6]. Unfortunately, these results
can no longer hold when the domain or kernel is unbounded: in such a case arbitrary leverage can
occur [4, 7] and no (non-constant) convex loss, even Lipschitz-continuous, can ensure robustness
against even a single outlier [3]. Our main motivation therefore is to extend these existing results
to the case of an unbounded domain. Unfortunately, the inapplicability of convex losses in this
situation means that computational tractability becomes a major challenge, and new computational
strategies are required to achieve tractable robust estimators.

The main contribution of this paper is to develop a new robust regression strategy that can guarantee
both polynomial run-time and bounded response to individual outliers, including leverage points.
Although such an achievement is modest, it is based on two developments of interest. The first
is a general formulation of adaptive M-estimation, Variational M-estimation, that unifies a number
of robust regression formulations, including convex and bounded M-estimators with certain subset-
selection estimators such as Least Trimmed Loss [7]. By incorporating Tikhonov regularization,
these estimators can be extended to reproducing kernel Hilbert spaces (RKHSs). The second devel-
opment is a convex relaxation scheme that ensures bounded outlier influence on the final estimator.



The overall estimation procedure is guaranteed to be tractable, robust to single outliers with un-
bounded leverage, and consistent under non-trivial conditions. An experimental evaluation of the
proposed estimator demonstrates effective performance compared to standard robust estimators.

The closest previous works are [8], which formulated variational representations of certain robust
losses, and [9], which formulated a convex relaxation of bounded loss minimization. Unfortunately,
[8] did not offer a general characterization, while [9] did not prove their final estimator was robust,
nor was any form of consistency established. The formulation we present in this paper generalizes
[8] while the convex relaxation scheme we propose is simpler and tighter than [9]; we are thus able
to establish non-trivial forms of both robustness and consistency while maintaining tractability.

There are many other notions of “robust” estimation in the machine learning literature that do not
correspond to the specific notion being addressed in this paper. Work on “robust optimization” [10-
12], for example, considers minimizing the worst case loss achieved given bounds on the maximum
data deviation that will be considered. Such results are not relevant to the present investigation be-
cause we explicitly do not bound the magnitude of the outliers. Another notion of robustness is
algorithmic stability under leave-one-out perturbation [13], which analyzes specific learning proce-
dures rather than describing how a stable algorithm might be generally achieved.

2 Preliminaries

We start by considering the standard linear regression model
y = x'0"+u (1)

where x is an RP-valued random variable, u is a real-valued random noise term, and 8* € © C RP
is an unknown deterministic parameter vector. Assume we are given a sample of n independent
identically distributed (i.i.d.) observations represented by an n x p matrix X and an n x 1 vector
y, where each row X, is drawn from some unknown marginal probability measure Py, and y; are
generated according to (1). Our task is to estimate the unknown deterministic parameter 8* € ©.
Clearly, this is a well-studied problem in statistics and machine learning. If the noise distribution
has a known density p(-), then a standard estimator is given by maximum likelihood

O € argming 3L, —logp(yi — Xi60) = argmin; 3oL, —logp(ri), ()

where r; = y; — X;.0 is the ith residual. When the noise distribution is unknown, one can replace
the negative log-likelihood with a loss function p(-) and use the estimator

) in 117 _
Oy € argmin,17p(y — X0), 3)

where p(r) denotes the vector of losses obtained by applying the loss componentwise to each resid-
ual, hence 17 p(r) = 3"7"_, p(r;). Such a procedure is known as M -estimation in the robust statis-
tics literature, and empirical risk minimization in the machine learning literature.'

Although uncommon in robust regression, it is conventional in machine learning to include a regu-
larizer. In particular we will use Tikhonov (“ridge”) regularization by adding a squared penalty

Our € arg min 1 17p(y — X0) + 3(|6]3  forA >0, (4)
€
The significance of Tikhonov regularization is that it ensures Oyr = XTa for some o € R”

[14]. More generally, under Tikhonov regularization, the regression problem can be conveniently
expressed in a reproducing kernel Hilbert space (RKHS). If we let H denote the RKHS correspond-
ing to positive semidefinite kernel k : X x X — R, then f(z) = (k(x,"), f)x forany f € H by
the reproducing property [14, 15]. We consider the generalized regression model

y = [(@)+u (5)

where x is an X'-valued random variable, v is a real-valued random noise term as above, and f* € H
is an unknown deterministic function. Given a sample of n i.i.d. observations (z1,y1), .-, (Zn, Yn),

! Generally one has to introduce an additional scale parameter o and allow rescaling of the residuals via
r; /o, to preserve parameter equivariance [3, 4]. However, we will initially assume a known scale.



where each x; is drawn from some unknown marginal probability measure P,, and y; are generated
according to (5),” the task is then to estimate the unknown deterministic function f* € . To do so
we can express the estimator (4) more generally as

fur € argmin & S5, p(yi = f(w0) + 3115, (6)

By the representer theorem [14], the solution to (6) can be expressed by fMR(x) = Z?=1 ak(xg, )
for some o € R™, and therefore (6) can be recovered by solving the finite dimensional problem

ayr € argmin117p(y — Ka)+ Ja’Ka  such that K;; = r(z;, 7;). 7
(o2
Our interest is understanding the tractability, robustness and consistency aspects of such estimators.

Consistency: Much is known about the consistency properties of estimators expressed as regular-
ized empirical risk minimizers. For example, the ML-estimator (2) and the M -estimator (3) are both
known to be parameter consistent under general conditions [16].> The regularized M -estimator in
RKHSs (6), is loss consistent under some general assumptions on the kernel, loss and training dis-
tribution.* Furthermore, a weak form of f-consistency has also established in [6]. For bounded
kernel and bounded Lipschitz losses, one can similarly prove the loss consistency of the regularized
M-estimator (6) (in RKHS). See Appendix C.1 of the supplement for more discussion.

Generally speaking, any estimator that can be expressed as a regularized empirical loss minimization
is consistent under “reasonable” conditions. That is, one can consider regularized loss minimization
to be a (generally) sound principle for formulating regression estimators, at least from the perspective
of consistency. However, this is no longer the case when we consider robustness and tractability;
here sharp distinctions begin to arise within this class of estimators.

Robustness: Although robustness is an intuitive notion, it has not been given a unique technical
definition in the literature. Several definitions have been proposed, with distinct advantages and
disadvantages [4]. Some standard definitions consider the asymptotic invariance of estimators to
an infinitesimal but arbitrary perturbation of the underlying distribution, e.g. the influence function
[4, 17]. Although these analyses can be useful, we will focus on finite sample notions of robustness
since these are most related to concerns of computational tractability. In particular, we focus on the
following definition related to the finite sample breakdown point [18, 19].

Definition 1 (Bounded Response). Assuming the parameter set © is metrizable, an estimator has
bounded response if for any finite data sample its output remains in a bounded interior subset of the
closed parameter set © (or respectively ‘H), no matter how a single observation pair is perturbed.

This is a much weaker definition than having a non-zero breakdown point: a breakdown of ¢ re-
quires that bounded response be guaranteed when any e fraction of the data is perturbed arbitrarily.
Bounded response is obviously a far more modest requirement. However, importantly, the definition
of bounded response allows the possibility of arbitrary leverage; that is, no bound is imposed on the
magnitude of a perturbed input (i.e. |x1|| — oo or k(z1, 1) — 00). Surprisingly, we find that even
such a weak robustness property is difficult to achieve while retaining computational tractability.

Computational Dilemma: The goals of robustness and computational tractability raise a dilemma:
it is easy to achieve robustness (i.e. bounded response) or tractability (i.e. polynomial run-time) in a
consistent estimator, but apparently not both.

Consider, for example, using a convex loss function. These are the best known class of functions
that admit computationally efficient polynomial-time minimization [20] (see also [21] ). It is suf-
ficient that the objective be polynomial-time evaluable, along with its first and second derivatives,

% We are obviously assuming X’ is equipped with an appropriate o-algebra, and R with the standard Borel
o-algebra, such that the joint distribution P over X x R is well defined and k(-, -) is measurable.

* In particular, let M, (0) = 2 3°" | p(y; —x; 0), let M (8) = E(p(y1 —x7 6)), and equip the parameter
space O with the uniform metric || - ||e. Then é;,,m — 0%, provided || M,, — M||le — 0 in outer probability
(adopted to avoid measurability issues) and M (0*) > supgc M(0) for every open set G that contains ™.
The latter assumption is satisfied in particular when M : © +— R is upper semicontinuous with a unique
maximum at 6*. It is also possible to derive asymptotic convergence rates for general M -estimators [16].

* Specifically, let p* = inffey E[p(y1 — f(21))]. Then [6] showed that = >°" | p(y; — Fur(z:i)) = p*
provided the regularization constant A, — 0 and A2n — oo, the loss p is convex and Lipschitz-continuous,
and the RKHS H (induced by some bounded measurable kernel ) is separable and dense in L1 (P) (the space
of P-integrable functions) for all distributions P on X'. Also, ) C R is required to be closed where y € ).



and that the objective be self-concordant [20].> Since a Tikhonov regularizer is automatically self-
concordant, the minimization problems outlined above can all be solved in polynomial time with
Newton-type algorithms, provided p(r), p’(r), and p”(r) can all be evaluated in polynomial time
for a self-concordant p [22, Ch.9]. Standard loss functions, such as squared error or Huber’s loss
satisfy these conditions, hence the corresponding estimators are polynomial-time.

Unfortunately, loss minimization with a (non-constant) convex loss yields unbounded response to
even a single outlier [3, Ch.5]. We extend this result to also account for regularization and RKHSs.

Theorem 1. Empirical risk minimization based on a (non-constant) convex loss cannot have
bounded response if the domain (or kernel) is unbounded, even under Tikhonov regularization.
(Proof given in Appendix B of the supplement.)

By contrast, consider the case of a (non-constant) bounded loss function.® Bounded loss functions
are a common choice in robust regression because they not only ensure bounded response, trivially,
they can also ensure a high breakdown point of (n — p)/(2n) [3, Ch.5]. Unfortunately, estimators
based on bounded losses are inherently intractable.

Theorem 2. Bounded (non-constant) loss minimization is NP-hard. (Proof given in Appendix E.)

These difficulties with empirical risk minimization have led the field of robust statistics to develop
a variety of alternative estimators [4, Ch.7]. For example, [7] recommends subset-selection based
regression estimators, such as Least Trimmed Loss:

01 € argmingeco S p(r)- )]

Here 73 denotes sorted residuals T < ST and n’ < n is the number of terms to consider.

Traditionally p(r) = 72 is used. These estimators are known to have high breakdown [7],” and
obviously demonstrate bounded response to single outliers. Unfortunately, (8) is NP-hard [1].

3 Variational M-estimation

To address the dilemma, we first adopt a general form of adaptive M-estimator that allows flexibility
while allowing a general approximation strategy. The key construction is a variational representation
of M-estimation that can express a number of standard robust (and non-robust) methods in a common
framework. In particular, consider the following adaptive form of loss function

plr) = jmin 5l(r) + ¥ (n). )
where r is a residual value, £ is a closed convex base loss, 7 is an adaptive weight on the base loss,
and ® is a convex auxiliary function. The weight can choose to ignore the base loss if £(r) is large,
but this is balanced against a prior penalty ¥ (7). Different choices of base loss and auxiliary function
will yield different results, and one can represent a wide variety of loss functions p in this way [8].
For example, any convex loss p can be trivially represented in the form (9) by setting ¢ = p, and
¥(n) = 613 (n).* Bounded loss functions can also be represented in this way, for example

=(vin—1)7 (10)

(Geman-McClure) [8] p(r) = o Ury=r* ()

= T ()=l ) =(m-1>  an
( (n)
( (n)

(Geman-Reynolds) [8] p

(

(
(LeClerc) [8] p(r

(

convex (n) =nlogn—nmn+1 (12)
(Clipped-loss) [91 p(r 1

=1 13)

Appendix D in the supplement demonstrates how one can represent general functions p in the form
(9), not just specific examples, significantly extending [8] with a general characterization.

5 A function p is self-concordant if |p"" (r)| < 2p" (r)%/?; see e.g. [22, Ch.9].

% A bounded function obviously cannot be convex over an unbounded domain unless it is constant.

" When n’ approaches n/2 the breakdown of (8) approaches 1/2 [7].

8 We use d¢(n) to denote the indicator for the point set C; i.e., dc(n) = 0if n € C, otherwise ¢ (n) = oo.



Therefore, all of the previous forms of regularized empirical risk minimization, whether with a
convex or bounded loss p, can be easily expressed using only convex base losses ¢ and convex
auxiliary functions 1), as follows

2 : : T _ T A 2
O € argmin min n' Ly - X0) +174(n) + z|nll6]l3 (14)
A in mi n b — f(2 . A 2
fou € argmin min ST {mil(yi — f (o) + o0} + 3lmllF13A9)
ayy € argmin01<nir<1177T£(y — Ka) +174(n) + 3|nlia” K. (16)
o N>

Note that we have added a regularizer ||n||; /n, which increases robustness by encouraging 7 weights
to prefer small values (but adaptively increase on indices with small loss). This particular form of
regularization has two advantages: (i) it is a smooth function of 7 on 0 < n < 1 (since ||n||; = 17
in this case), and (ii) it enables a tight convex approximation strategy, as we will see below.

Note that other forms of robust regression can be expressed in a similar framework. For example,
generalized M-estimation (GM-estimation) can be formulated simply by forcing each 7, to take on
a specific value determined by ||z;|| or r; [7], ignoring the auxilary function . Least Trimmed Loss
(8) can be expressed in the form (9) provided only that we add a shared constraint over 7:

6 € i i Te 17

LTL argmin. min _ndr)+(n) (17)

where ¥ (n;) = 1 — n; and n’ < n specifies the number of terms to consider in the sum of losses.
Since € {0, 1}" at a solution (see e.g. [9]), (17) is equivalent to (8) if 1) is the clipped loss (13).

These formulations are all convex in the parameters given the auxiliary weights, and vice versa.
However, they are not jointly convex in the optimization variables (i.e. in € and 7, or in & and 7).
Therefore, one is not assured that the problems (14)—(16) have only global minima; in fact local
minima exist and global minima cannot be easily found (or even verified).

4 Computationally Efficient Approximation

We present a general approximation strategy for the variational regression estimators above that can
guarantee polynomial run-time while ensuring certain robustness and consistency properties. The
approximation is significantly tighter than the existing work [9], which allows us to achieve stronger
guarantees while providing better empirical performance. In developing our estimator we follow
standard methodology from combinatorial optimization: given an intractable optimization problem,
first formulate a (hopefully tight) convex relaxation that provides a lower bound on the objective,
then round the relaxed minimizer back to the feasible space, hopefully verifying that the rounded
solution preserves desirable properties, and finally re-optimize the rounded solution to refine the
result; see e.g. [23].

To maintain generality, we formulate the approximate estimator in the RKHS setting. Consider (16).
Although the problem is obviously convex in «¢ given 7, and vice versa, it is not jointly convex (recall
the assumption that £ and 1) are both convex functions). This suggests that an obvious computational
strategy for computing the estimator (16) is to alternate between o and 7) optimizations (or use
heuristic methods [2]), but this cannot guarantee anything other than local solutions (and thus may
not even achieve any of the desired theoretical properties associated with the estimator).

Reformulation: We first need to reformulate the problem to allow a tight relaxation. Let A(mn)
denote putting a vector 17 on the main diagonal of a square matrix, and let o denote componentwise
multiplication. Since ¢ is closed and convex by assumption, we know that ¢(r) = sup,, vr — v€*(v),
where ¢* is the Fenchel conjugate of ¢ [22]. This allows (16) to be reformulated as follows.

Lemma 1. min minn?€(y — Ka)+17¢(n) + 3||n|ia’Ka (18)
0<n<l
= min sup179h(n) —n" (¢"(v) = Aly)r) = o507 (Ko (nlnly'n") v, (19

where the function evaluations are componentwise. (Proof given in Appendix A of the supplement.)

Although no relaxation has been introduced, the new form (25) has a more convenient structure.



Relaxation: Let N = anHflnT and note that, since 0 < n < 1, N must satisfy a number of
useful properties. We can summarize these by formulating a constraint set N € A,, given by:

N, = {N:N3=0,N1=n,rank(N) =1} (20)
M, = {M:Ms0M1=mn,t(M)<1}. 1)

Unfortunately, the set V;, is not convex because of the rank constraint. However, relaxing this
constraint leads to a set M,, D N,, which preserves much of the key structure, as we verify below.

_ . . . T _ T * _ _L T
Lemma 2.(25) = 02221&1&53?1 () —n (£ (v) - Aly)v) —53v" (KoN)v (22

> . . T 2T (p* . 1.7
> min  min supl Y(m) —n (€ (v) = Aly)v) — gzv* (Ko M)v. (23)

using the fact that Nyy C M,,. (Proof given in Appendix A of the supplement.)

Crucially, the constraint set {(n, M) : 0 < n < 1,M € M,} is jointly convex in 1 and M, thus
(35) is a convex-concave min-max problem. To see why, note that the inner objective function is
jointly convex in 1) and M, and concave in v. Since a pointwise maximum of convex functions is
convex, the problem is convex in (7, M) [22, Ch.3]. We conclude that all local minima in (1, M)
are global. Therefore, (35) provides the foundation for an efficiently solvable relaxation.

Rounding: Unfortunately the solution to M in (35) does not allow direct recovery of an estimator
« achieving the same objective value in (24), unless M satisfies rank(M) = 1. In general we first
need to round M to a rank 1 solution. Fortunately, a trivial rounding procedure is available: we
simply use 7 (ignoring M) and re-solve for « in (24). This is equivalent to replacing M with the
rank 1 matrix N = n||n||7'n” € A,,, which restores feasibility in the original problem. Of course,
such a rounding step will generally increase the objective value.

Reoptimization: Finally, the rounded solution can be locally improved by alternating between 7
and o updates in (24) (or using any other local optimization method), yielding the final estimate c.

5 Properties

Although a tight a priori bound on the size of the optimality gap is difficult to achieve, a rigorous
bound on the optimality gap can be recovered post hoc once the re-optimized estimator is computed.
Let Ry denote the minimum value of (24) (not efficiently computable); let R; denote the minimum
value of (35) (the relaxed solution); let R, denote the value of (24) achieved by freezing 1 from
the relaxed solution but re-optimizing « (the rounded solution); and finally let B3 denote the value
of (24) achieved by re-optimizing 77 and o from the rounded solution (the re-optimized solution).
Clearly we have the relationships R; < Ry < R3 < Ra. An upper bound on the relative optimality
gap of the final solution (R3) can be determined by (R3 — Ry)/R3s < (R3 — R1)/Rs3, since R and
R3 are both known quantities.

Tractability: Under mild assumptions on ¢ and 1), computation of the approximate estimator (solv-
ing the relaxed problem, rounding, then re-optimizing) admits a polynomial-time solution; see Ap-
pendix E in the supplement. (Appendix E also provides details for an efficient implementation for
solving (35).) Once n is recovered from the relaxed solution, the subsequent optimizations of (24)
can be solved efficiently under weak assumptions about ¢ and v; namely that they both satisfy the
self-concordance and polynomial-time computation properties discussed in Section 2.

Robustness: Despite the approximation, the relaxation remains sufficiently tight to preserve some
of the robustness properties of bounded loss minimization. To establish the robustness (and consis-
tency) properties, we will need to make use of a specific technical definition of outliers and inliers.

Definition 2 (Outliers and Inliers). For an L-Lipschitz loss {, an outlier is a point (x;,y;) that
satisfies ((y;) > L?K;; /(2\) — ¢'(0), while an inlier satisfies £(y;) + L>K;;/(2)\) < —'(1).
Theorem 3. Assume the loss p is bounded and has a variational representation (9) such that £
is Lipschitz-continuous and 1)’ is bounded. Also assume there is at least one (unperturbed) inlier,
and consider the perturbation of a single data point (y1,x1). Under the following conditions, the
rounded (re-optimized) estimator maintains bounded response:

(i) If either yy remains bounded, or k(x1, 1) remains bounded.

(ii) If |y1| — oo, k(x1,x1) = 0o and U(y1)/k(x1,21) — o0.

(Proof given in Appendix B of the supplement.)



Outlier Probability

Methods

p=04 p=20.2 p=20.0
L2 435 a3 | 57.6 @i2n | 0.52 (.01
L1 4.89 (s | 3.6 @04 | 0.52 (.01

Huber 4.89 (@81 | 3.62 o2 | 0.52 (01
LTS 6.72 (@371 | 8.65 41 | 0.52 (.01
GemMc 0.53 003 | 0.52 002 | 0.52 (.01
[9] 0.52 ©on | 0.52 ©on | 0.52 (.01
AltBndL2 | 0.52 .01 | 0.52  ©on | 0.52  (0.02)
AltBndL1 | 0.73 (.12 | 0.74 (.16 | 0.52 (.01
CvxBndL2 | 0.52 (o1 | 0.52 ©on | 0.52 (.01
CvxBndL1 | 0.53 (.02 | 0.55 (005 | 0.52 (.0n

Table 1: RMSE on clean test data for an artificial data set with 5 features and 100 training points,
with outlier probability p, and 10000 test data points. Results are averaged over 10 repetitions.
Standard deviations are given in parentheses.

Note that the latter condition causes any convex loss ¢ to demonstrate unbounded response (see
proof of Theorem 5 in Appendix B). Therefore, the approximate estimator is strictly more robust (in
terms of bounded response) than regularized empirical risk minimization with a convex loss /.

Consistency: Finally, we can establish consistency of the approximate estimator in a limited albeit
non-trivial setting, although we have yet to establish it generally.

Theorem 4. Assume { is Lipschitz-continuous and 1)(n) = 1 —n. Assume that the data is generated

from a mixture of inliers and outliers, where P(inlier) > P(outlier). Then the estimate 6 produced
by the rounded (re-optimized) method is loss consistent.(Proof given in Appendix C.2.)

6 Experimental Evaluation

We conducted a set of experiments to evaluate the effectiveness of the proposed method compared
to standard methods from the literature. Our experimental evaluation was conducted in two parts:
first a synthetic experiment where we could control data generation, then an experiment on real data.

The first synthetic experiment was conducted as follows. A target weight vector @ was drawn from
N(0,1), with X;. sampled uniformly from [0,1]™, m = 5, and outputs y; computed as y; =
X0 +¢€;,¢; ~ N(0, %) We then seeded the data set with outliers by randomly re-sampling each
y; and X;. from N(0,10%) and N (0, 10%) respectively, governed by an outlier probability p. Then
we randomly sampled 100 points as the training set and another 10000 samples are used for testing.

We implemented the proposed method with two different base losses, Lo and L1, respectively; refer-
ring to these as CvxBndL2 and CvxBndL1. We compared to standard L9 and L1 loss minimization,
as well as minimizing the Huber minimax loss (Huber) [4]. We also considered standard meth-
ods from the robust statistics literature, including the least trimmed square method (LTS) [7, 24],
and bounded loss minimization based on the Geman-McClure loss (GemMc) [8]. Finally we also
compared to the alternating minimization strategies outlined at the end of Section 3 (AltBndL2 and
AltBndL1 for Ly and L losses respectively), and implemented the strategy described in [9]. We
added the Tikhonov regularization to each method and the regularization parameter A was selected
(optimally for each method) on a separate validation set. Note that LTS has an extra parameter n’,
which is the number of inliers. The ideal setting n’ = (1 — p)n was granted to LTS. We also tried
30 random restarts for LTS and picked the best result.

All experiments are repeated 10 times and the average root mean square errors (RMSE) (with stan-
dard deviations) on the clean test data are reported in Table 1. For p = 0 (i.e. no outliers), all methods
perform well; their RMSEs are close to optimal (1/2, the standard deviation of ¢;). However, when
outliers start to appear, the result of least squares is significantly skewed, while the results of clas-
sic robust statistics methods, Huber, L1 and LTS, indeed turn out to be more robust than the least
squares, but nevertheless are still affected significantly. Both implementations of the new method
performs comparably to the the non-convex Geman-McClure loss while substantially improving the
alternating strategy under the L1 loss. Note that the latter improvement clearly demonstrates that



Datasets

Methods

cal-housing abalone pumadyn bank-8fh
L2 1185 (12459 | 7.93 (0.67) 1.24 (042 | 1821 (6.57)
L1 1303 (44850 | 7.30 (0.40) 1.29 (042 6.54 (3.09)
Huber 1221 @918y | 7.73 (0.49) 1.24 (042 737 @3.18)
LTS 533 (398.92) | 755.1 (126) 032 (041 | 10.96 (6.67)
GemMc 28  (88.45) 2.30 0.01) 0.12 (.12 0.93  (0.80)
[9] 967  (52240) | 8.39 (0.54) 0.81 (077 391 (6.18)

AltBndL2 967  (52240) | 8.39 (0.54) 0.81 (077 774 (9.40)
AltBndL1 1005  (603.000 | 7.30 (0.40) 1.29 (042 1.61 @51
CvxBndL2 9 (0.64) 7.60 (0.86) 0.07 (007 0.20 (0.05)
CvxBndL1 8 (0298 2.98 (0.08) 0.08 (007 0.10 (.07
Gap(Cvx2) | 2e-12  @e-12) 3e-9 “e-9) | 0.025 (0052 | 0.001  (0.003)
Gap(Cvx1) | 0.005 o1 | 0.001 (©o001) | 0.267 (0.269) | 0.011  (0.028)

Table 2: RMSE on clean test data for 108 training data points and 1000 test data points, with 10 re-
peats. Standard deviations shown parentheses. The mean gap values of CvxBndL2 and CvxBndL1,
Gap(Cvx2) and Gap(Cvx1) respectively, are given in the last two rows.

alternating can be trapped in poor local minima. The proposal from [9] was not effective in this
setting (which differed from the one investigated there).

Next, we conducted an experiment on four real datasets taken from the StatLib repository’ and
DELVE. 'Y For each data set, we randomly selected 108 points as the training set, and another random
1000 points as the test set. Here the regularization constant is tuned by 10-fold cross validation. To
seed outliers, 5% of the training set are randomly chosen and their X and y values are multiplied
by 100 and 10000, respectively. All of these data sets have 8 features, except pumadyn which has
32 features. We also estimated the scale factor on the training set by the mean absolute deviation
method, a common method in robust statistics [3]. Again, the ideal parameter n’ = (1 — 5%)n is
granted to LTS and 30 random restarts are performed.

The RMSE on test set for all methods are reported in Table 2. It is clear that all methods based on
convex losses (L2, L1, Huber) suffer significantly from the added outliers. The method proposed in
this paper consistently outperform all other methods with a noticeable margin, except on the abalone
data set where GemMc performs slightly better.!' Again, we observe evidence that the alternating
strategy can be trapped in poor local minima, while the method from [9] was less effective. We also
measured the relative optimality gaps for the approximate CvxBnd procedures. The gaps were quite
small in most cases (the gaps were very close to zero in the synthetic case, and so are not shown),
demonstrating the tightness of the proposed approximation scheme.

7 Conclusion

We have developed a new robust regression method that can guarantee a form of robustness (bounded
response) while ensuring tractability (polynomial run-time). The estimator has been proved consis-
tent under some restrictive but non-trivial conditions, although we have not established general con-
sistency. Nevertheless, an empirical evaluation reveals that the method meets or surpasses the gen-
eralization ability of state-of-the-art robust regression methods in experimental studies. Although
the method is more computationally involved than standard approaches, it achieves reasonable scal-
ability in real problems. We are investigating whether the proposed estimator achieves stronger
robustness properties, such as high breakdown or bounded influence. It would be interesting to ex-
tend the approach to also estimate scale in a robust and tractable manner. Finally, we continue to
investigate whether other techniques from the robust statistics and machine learning literatures can
be incorporated in the general framework while preserving desired properties.
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This supplement contains proofs of the claims made in the paper as well as additional technical de-
velopments. The supplement is organized into separate appendices to allow convenient spot check-
ing of particular details of interest.

Appendix A Derivation details for the approximate estimation strategy.
Appendix B Robustness and non-robustness proofs.
Appendix C Consistency properties.

Appendix D Variational representation of loss functions
(including details on when such representations exist and how they can be recovered).

Appendix E Computational issues
(including notes on efficient implementation, and proofs of NP-hardness).
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A Deriving the Approximate Estimator

Lemma3. min minn?€(y — Ka)+17¢(n) + 3||nia’ Ka (24)
0<n<l «
= jmin sup179h(n) —n" (€"(v) = Aly)v) = gxv" (Ko (nlnly'n")v.  (25)

where the function evaluations are componentwise.

Proof. The lemma amounts to dualizing the interior convex minimization problem

minn®(y — Ka) + 179 (n) + 3[nlia” Ko (26)

Recall from the main body that the function ¢ is assumed to be closed and convex. Therefore, strong
Fenchel duality holds and we can reexpress ¢ as ¢(r) = sup,, vr — v¢*(v) where £* is the Fenchel
conjugate of ¢ [22, Ch.3]. Thus

n by - Ka) = suprv'An)(y — Ka) —vie*(v) (27)

and we can therefore re-write (26) as

A
26) = rrgn sup 1T'¢(n) — nTﬁ*(V) + VTA(y)n — VTA(n)Ka + §||77H1aTKa (28)

. * A
= supmin174(n) — 0" (v) + v  Aly)n — v A(m)Ka + S nfia” Ka, (29)

where (29) follows by strong duality (since for all fixed v in (29) the sublevel sets in o are bounded
[22, Ch.3]).

Finally, o can be eliminated from the inner problem by solving for a critical point (the inner ob-
jective is convex in «). Taking the gradient in o and setting to zero gives the system of equations
Vo = KA(Mv + A||n||1 Ka = 0, which is satisfied by o = A(n)v/(\||n]|1). Substituting this
solution back into (29) yields

09 = s 0" (€ 0) - Ayw) - 5

- TAMKA 30

= supATh(n) — (€ W) - Ayw) - oo (Ko @il e v, G

establishing the lemma. |

To prove the next lemma from the main body, recall the definitions.
Ny, = {N:N3>=0,N1=n,rank(N) =1} (32)
My, = {M:M:3>0,M1=ntr(M)<1}. (33)

Lemma 4.

(25) = min min sup 17(n) —n" (&' (v) = A(y)v) — 5xv" (Ko N)v (34

> . T TR () 1T .
> min  min supl Y(n) —n (€ (v) - Aly)v) — gzv7 (Ko M)v. (35)

using the fact that Ny € M,,.

Proof. First, to prove the equality (34) consider any fixed n € [0,1]". We will show that N =
nlnll;'n” < N € N, which will immediately yield the equality. The direction = can be verified
by a simple check. To prove <, assume N € N,,. Since N = 0 and rank(N) = 1 we know that
N = q)\q” for some A > 0 and q such that ||q|| = 1. But now, since N1 = n, it must follow that

q = n/(An"1), hence q = n/||n|| and A\g"1 = ||n]|. Therefore, A = [[nl|/q"1 = |n]|*/(n"1).
That is, N must have the form N = g\q” = n|n|;'n”.

The inequality (35) then follows from the above argument, and the fact that ||||?/(n?'1) < 1, which
implies tr(N) < 1 for any N € N,,. Therefore N;; € M,,. ]
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B Robustness

B.1 Non-robustness of (Non-constant) Convex Losses

Theorem 5. Empirical risk minimization based on a (non-constant) convex loss cannot have
bounded response if the domain (or kernel) is unbounded, even under Tikhonov regularization.

We will separately prove the two cases; first, assuming an explicit feature representation expressed
in a data matrix X, and second, in the case of an RKHS.

B.1.1 Explicit Feature Case

Proof. Consider the Lo-norm regularized M -estimator:

. AN e
6 = argmin 6|3 +§;p(yz- - X.:6), (36)
i=
where p is some (non-constant) convex function. For simplicity, we assume p is differentiable
(otherwise one can consider subdifferentials to arrive at the same conclusion).

Suppose the theorem is false, then 6 remains in a bounded interior subset. From the first order
optimality condition (see, for instance, [22]), we know that

n
[P (y1—X1.0) + A\ X1. + Z[ﬂ'(yi—xiﬂ) + A X = 0. 37
i=2
Now we perturb (X;.,y1) to cause a contradiction. Since p is a univariate convex and non-
constant function, we apparently have limy_,, p'(d) > 0 or limg_, _, p'(d) < 0 or both. Assume
limg_, o p'(d) > 0 (the other case can be proved similarly).

Let y; and || X71.|| tend to infinity in a way that ﬁ also tends to infinity. Then

n—X1.0 >y — || Xu.|- ||0AH (38)
Y1 A
1X0] - ( - |0||) (39)
B

tends to infinity since 0 is bounded. Therefore Py — X 1;9) tends to a positive number. But then
the first term in (37) is unbounded in norm while the second term is bounded in norm (for we did
not perturb {(X;., y;)}_,), contradiction. |

Intuitively the meaning of this theorem is clear: If the loss function is unbounded, then any sample

that is far enough can drag the estimate 6 outside of any bounded interior subset. Tikhonov regular-
ization is not able to overcome this effect. Note that we need to perturb both X;. and y;, in order
to derive a contradiction (for instance, if one only perturbs ¥, then convex functions with bounded
derivatives will survive the proof).

B.1.2 RKHS Case

Proof. Let us consider the standard regularized M -estimator:
5 1« A e
in — i — i) 5 ) 40
fur € argmin ;le(y {@(i) 1)) + 515 (40)

where {(z;,y;)}}_; are samples from the domain X x R; and # is the RKHS induced by some
unbounded kernel k, with its canonical feature map ¢ : X — H. As above, we assume p is some
non-constant convex loss function. For simplicity, we assume that the minimum in (40) is attained.
Suppose the theorem is false, then f M R remains in a bounded set. The first order necessary condition
for the optimality of f;r yields

o (v = (6(@1), Farr) ) o) + D0 (s = (6@, fam) ) d) +nAfar = 0, (4D)
=2
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where p’ denotes the subdifferential of p (whose existence is guaranteed by convexity, moreover
since p is finite-valued on R, p’ is also finite-valued on R). The second term and third term above

are bounded since f MR is assumed to be bounded. We will perturb (1, y1) such that the first term
is not bounded in norm, hence creating a contradiction.

Since p is convex and non-constant, we must have either lim,,_,~. p’(y) > 0 or lim,_, . p/(y) > 0
(or both). Let us assume lim,_,, p'(y) > O (the other case can be proved similarly).

P " P
Let both y; and x(x1, x1) tend to infinity in a way such that Ve also tends to infinity. Then

Y1 — <¢(931)an1%> >y — "9(33171'1)HfMR||H = Vk(z1,71) (H(yl - fMR|H> )

T1,71)
hence (42)
o (v = @an) furm) ) o), = | (31 = (0@, far)) | Viclar,an) — oo, @3)
due to our assumptions. ]

Note that again we need to perturb both x(x1, 1) and y; to reach a contradiction (for instance, if
one only perturbs 1, then convex functions with bounded derivatives will survive our proof).

It should be clear in both these proofs that one may replace the Lo-norm with other regularizers
without affecting Theorem 5.

13



B.2 Robustness of the Approximate Regression Estimator

Theorem 3. Assume the loss p is bounded and has a variational representation (84) such that £
is Lipschitz-continuous and 1)’ is bounded. Also assume there is at least one (unperturbed) inlier,
and consider the perturbation of a single data point (y1,x1). Under the following conditions, the
rounded (re-optimized) estimator maintains bounded response:

(i) If either yy remains bounded, or k(x1,x1) remains bounded.

(ii) If |y1| — oo, k(x1,x1) = 0o and L(y1)/k(x1,21) — o0.

To prove this theorem, we first need some key definitions. First recall the definition of outlier and
inlier from the main body.

Definition 2 (Outliers and Inliers). For an L-Lipschitz loss {, an outlier is a point (x;,y;) that
satisfies ((y;) > L?K;; /(2\) — ¢'(0), while an inlier satisfies £(y;) + L>K;;/(2)\) < —'(1).

Also recall

N, = {N:N3=0,N1=n,rank(N)=1} (44)
M, (M : M = 0,M1=mn,tc(M) < 1}. (45)
Let
Ry = min minnTl(y — Ka)+ 1T (n) + é||77||1O¢TKO¢ (46)
0<n<l @ 2
_ . - T T _ 1o
R, = orgn#ganel}\I}t,, sgpl v(n) +n (Aly)v — €5(v)) Y (KoM)v  (47)
x 1 -
Ry = sup1T(n) + 0" (Aly)v =€) = 53" (Ko (mlnl'n")) v (48)
A
= minn"l(y - Ka) +17¢(n) + SlIn[1a" Ke, (49)

where 77 in (48) is fixed at the optimal assignment determined by (47), and (49) follows by Lemma 3.
Here, R, denotes the objective value obtained by the (intractable) oracle minimizer, R; is the ob-
jective value obtained by the relaxed solution, and Rs denotes the objective value obtained by the
rounded solution.

It is immediate that Ry and R, must be bounded, since

where the first inequality follows from Lemma 4, and the second inequality is achieved by choosing
71 = o = 0in (47). The key question is whether Ry, the rounded objective value, remains bounded.

Once this is established for each of the cases, we finally show that this will imply that || f2||7; remains
bounded, and the theorem will be proved.

B.2.1 Proof for Case (i), Bounded y

Proof. Assume that y remains bounded. We will need to make use of the fact that, since ¢ is closed
and convex, we have

ml?xn(yy—ﬁ*(y)) = nmuaxyy—f*(z/) = nl(y). (51)

Therefore, from (48) and (51) it follows that

Ry < sup1Tep(n) —n" (£ (v) — A(y)v) (52)

= 179(n) + 0" Ly) (53)

< ny (54)

such that v = maxo<,<1 ¥(n) + maxy|<p £(y) < oo. |
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B.2.2 Proof for Case (i), Bounded K

Proof. Assume K remains bounded; in particular that \Kij\ < B for some B < co. We will need
to make use of the fact that ¢ is Lipschitz-continuous. In particular, let ¢ have a Lipschitz-constant
of L. Then it follows from Lemma 3 and the definition of Fenchel conjugate [26] that

1

Ry = sup 174(n) —n"(€'(v) = Aly)w) = 5yv" (Ko (nlnl'n")) v (55)
—L<v<L

< sup  1Tep(n) -0 (C(v) - A(y)v) (56)
—L<v<L

= s 1T - (W) - Aly) — 55 (K o My + g (K o M)y (57
—L<v<L

1
< s (1w "0 @) - M) - 5o (Ko )

—L<v<L

+ sup iVT(K o M)v (58)

—L<v<L 2\
= Ri+ sup iuT(K o M)v (59)
—L<v<L
< n(0)+ sup iuT(K o M)v. (60)
—L<v<L 2\

Therefore it suffices to bound
sup v (Ko M)y

—L<v<L

< L*tr(KM) (61)

< L’Bn, (62)

since M 3= 0, tr(M) < 1, and Az (K) < Bn (25, p.292,Thm.5.6.9]. [ |

B.2.3 Proof for Case (ii)

Proof. The proof in this case proceeds differently than the previous cases. Here we assume we
are given a fixed data set (z1, 1), ..., (Tn, Yn), where only the first data point (x1,y; ) is perturbed
(without loss of generality), so that |y1| — oo, k(x1,21) — oo and £(y1)/k(x1,21) — oo. Note
that such a point must eventually become an outlier. We will show that this forces the corresponding
weight 7, to eventually satisfy 1; = 0 in the relaxed solution (47), which will automatically imply
that the rounded value R, stays at the same finite value thereafter (since no other data point is
perturbed).

Consider the inner objective in (47):

1
() +n" (Aly)v = £ () — gyv" (Ko M)y (63)
1
= 1Typ(M1) + 9T (Ay)v — £5(v)) — ﬁyT(K o M)v. (64)
The gradients with respect to the parameters for this objective are given by
. 1
Vo = Ay —£@)) - 3 (K o M)y (65)
1
Vv = ' (MDY +(Ay)v — €5 (v))1T - 5(K ovvT) (66)
d , 1
— = -0 - —K;. . 67
an ' (m) +yinn (1) o, K11 (67)
Since ¢ is Lipschitz-continuous with Lipschitz constant L, we know that |v| < L [26], hence
1 max |Kq.| o L?
R . < —_— = — .
‘ i) S T B = or K (68)
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Now consider the tentative assignment M;. = 07, ; = 0. At this assignment, all of the quadratic
terms in 11 have been nullified in (63) and (64), leaving the optimization over v as

mAX Y111 — () = Ly) (69)
by (51). Now note that at this solution for v; we have
L ) + ) — ——Kyww (70)
dm = m n o\n 1:VV
- — (0) + 1) — —— Kyww (71)
dml, o YU T oy P

Therefore, if £(y;) > %K 11 — ¥’ (0) (the outlier condition) then d%l > 0, which implies that
1n1=0

m stays at 0. We conclude that once the outlier condition is achieved (guaranteed by the assump-
tions), R, retains the same finite value after all subsequent perturbations of (1, ¥ ), independent of
L(y1) and k(z1,21). |

B.2.4 Final Step: Bounding | /|5

Consider the rounded estimate fg, corresponding to the solution to (49). It remains to bound || fg |E
in all the three cases discussed above.

Proof. Observe that

R 2R
|folw = o'Ka < .
>\H77||1

Since Ry has been proved bounded under the stated assumptions, we only need to consider the
behavior of ||n||1, which we do in two cases: 7 = 0 and 1 # 0.

(72)

First, assume 17 = 0. Then @ = 0 is an optimal solution of (49), implying that Hf2||H = 0, which is
obviously bounded.

So it only remains to consider 7 # 0. In this case it suffices to bound ||7||; away from zero. We
achieve this by appealing to the assumption that there is at least one inlier; that is, an unperturbed
point (x;,y;), i # 1, such that £(y;) + L?>K;; /(2\) < —/(1). For any such point, we can establish
that ; = 1, and the result will follow.

To show that any inlier gets weight n; in the relaxed solution (47), tentatively consider the assignment
1; = 1 then recall from (67) that

d 1
dn; = V() + i =0 (vi) = %Ki:lll/i (73)

d , 1
= 1 v — () — — K vus. 4
dni |, =1 Y1) + yivi — (1) oy iV (74)

in the relaxed problem. By (69) above we know that y;1; — £*(v;) < £(y;). Furthermore, by (68)
we know that |K;.vv;/(2An)| < L?K,;/(2)). Therefore, if the condition £(y;) + L2K;;/(2)) <

—1(1) is satisfied then dim ’n:l < 0, which implies that 7; stays at 1. ]
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C Consistency

C.1 Consistency of Standard Regression Estimators

Let us start by establishing some notation. Recall that H is the RKHS induced by some kernel &,
{(xs,y:)} are i.i.d.samples from the underlying training distribution P(x, y). For any function f
(possibly random), define

R(f) = /X oly = Fa)(a)

Then the following functions all aim at minimizing R(f) in one way or another:

f* € argminR(f) (75)
f

fu € argmin R(f) (76)
fer

fr € argmin R(f) + Allf1[3, (77)
fEH

Frx € argmin R(f) + Al f[13, (78)
fer

where R( ) =1 3" p(y; — f(x;)). For simplicity, we have tacitly assumed the existence of all
minimizers in the above. We will also ignore measurability issues for the time being. Note that only

the last function f% » depends on the data.

The regularized M -estimator f’H" » 1s said to be (loss) consistent if

R(fux) = R(f7) =0 (79)
as the sample size n increases to infinity and the regularization constant A decreases to zero. To

investigate when consistency can be assured, the following decomposition is standard and helpful
[15]:

R(fur) —R(F) = R(Frun) = R(fun) — Al el (80)
+ RUfrn) + M frualz — R(fn) (81)
+R(fx) — R(f*), (82)

where the last term is usually called the approximation error, which measures how well can functions
in H approximate f* under the p loss; the second term can be thought of as some stability error
(where the regularization constant A\ plays the role of perturbation); and the first term is related to
the sampling error. Note that the last two terms depend only on the interaction between the RKHS
‘H (hence the kernel k), the training distribution P(z, y), and the loss p. It is however independent
of any estimation procedure (except perhaps providing some insights on how to practically tune the
regularization constant). Very general bounds for the last two terms exist in the learning theory
literature, see, for instance [15] and [27]. To make our presentation less complicated we will simply
assume the sum of the last two terms, as a function of A, goes to O when \ itself decreases to 0. The
interested reader can consult the books [15] and [27] for precise technical conditions under which
this is indeed so.

The right-hand side in (80) is apparently upper bounded by
R(frn) + Al Frallze = R(Frn) = Al Frunllae = R(Frun) = R(Frn)
+ R(frn) + M Freald, — R(frn) —
+ R(frun) = R(frn)
< R(frn) = R(Fun) + R(frn) — R(frn)

< sup \R(f) R(); (83)
P i< 25

where the first inequality is due to the optimality of fq.L »» and the second inequality follows under
the assumption 0 < p < 1. Therefore we have related the right-hand side in (80) to the (uniform)
sampling error. Applying standard uniform convergence bounds, for instance, the Rademacher com-
plexity bound in [28, Theorem 8; Theorem 12; Lemma 22], leads to the following consistency result:
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Proposition 1. Assuming (81) and (82) approach O when A — 0, the loss p is Lipschitz and bounded
between 0 and 1, sup, ¢ y k(x,x) < 1, then the regularized M-estimator defined in (78) is (p-loss)
consistent.

It is also possible to derive consistency results that depends on the capacity of the RKHS [15].

C.2 Consistency of Approximate Regression Estimators

Theorem 4. Assume { is Lipschitz-continuous and 1p(n) = 1 — . Assume that the data is generated

from a mixture of inliers and outliers, where P(inlier) > P(outlier). Then the estimate 0 produced
by the rounded (re-optimized) method is loss consistent.

Proof. From the proof of Theorem 3 above, we know that the relaxed solution will set 77; = 0 for
all outliers, and 7; = 1 for all inliers. Since only outliers and inliers are present in the data, the
solution 17 will be discrete {0, 1}", and all outliers will be ignored. Thus the reoptimized estimator
fg is based only on the inliers, and on such data the estimator is solved by a standard regularized
empirical risk minimization. The consistency then follows from the standard results on regularized
empirical risk minimization above. u
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D Variational Factorization of Loss Functions

Our objective in this section is to study some variational representation of loss functions. Our
treatment is inspired by but different from that presented in [8].

Given any loss function p(r) (not necessarily convex), we want to find (closed and proper) convex
functions ¢(r) and v(n) such that

p(r) = min 9l(r) +(n). (84)

n€(0,1]
Our main motivation to find such a variational representation for p is from optimization: the right
hand side is separately (although not jointly) convex in both 1 and r, hence we can optimize p

by dealing alternatively with ¢ and 1, if the latter are in much simpler forms. This variational
representation also allows us to develop a promising convex relaxation, as we will see soon.

Note that due to the closedness assumption on v, the minimum in (84) is always attained hence
justifies our notation of min instead of inf. Also due to the convexity we pose on Z, the effective do-
main of p is necessarily convex. We also mention that the convexity of ¢ simplifies our presentation
but is not essential, for we can always replace v by its (closed) convex hull over the interval [0, 1].

It is obvious that all closed convex functions p admit a variational representation (84): Just set
((r) = p(r),¥(n) = {13 (n)."* In fact, much more can be said. But let us prove a technical lemma
first.

For any closed convex function (1), define its restricted Fenchel conjugate as:

d(@) = max g — (). (85)
n€l0,1]
Note that ¢(f)) < max;e(o,1 77 — min,efo,1) (1) = (1)+ — min,ep,1)¥(n) < oo, due to the
closedness assumption on . Hence 1 is defined on the whole real line.

Denote F as the set of all closed (proper) convex functions on R, F' the set of all closed (proper)
convex functions ¢ with effective domain R and satisfying'?
0 < limsup M < lim inf Q/J(An)
fj——oco 7] =00 n

<1 (86)

Define the mapping F which maps 1) € F'into its restricted Fenchel conjugate 1&
Lemma 5. F maps F onto F.

Proof. We first prove the range of the mapping JF is contained in F. By definition,

lim inf ?/1(37) = liminf max 7 — M 87)
f— 00 n n—oo nelo,1] Ui
. min, e (o,1) ¥ (n)
< hﬁrglor.}f 1-— # (88)
= 1 (89)

The last equality is because of the closedness of ). The other inequality in (86) can be similarly
proved.

Letp € F', consider its (ordinary) Fenchel conjugate:

F0) = swoni-g() = swi(n- L), 90)
7 7l n

12 As is conventional in convex analysis, we use d¢(n) to denote the indicator function for the point set C';
ie., d0c(n) =0ifn € C, otherwise ¢ (n) = oco.
13 It does not matter if we change lim sup to lim inf or vice versa.

19



By the conditions (86) on F', there exists a sequence 7); — 0o as ¢ — oo such that % <1l+4e€
for arbitrarily small € > 0 and all sufficiently large 7. Now if 7 > 1 (hence 17 > 1 + 2¢ for suitably
small ¢), then it is clear that $*(n) = oco. Similar arguments apply when ) < 0, hence the effective
domain of ¢* is contained in [0, 1]. Let ¢ = @*, then 1& = ¢@** = ¢. This proves the mapping F is
onto. |

Remark 1. If we restrict the effective domain of the functions in F to be in [0,1], then an easy
argument of duality establishes the one-one property of the mapping F.

Remark 2. Ir should be clear that the interval [0, 1] plays no special role here. Lemma 5 remains
true (with obvious modifications) if we replace [0, 1] with any other (non-degenerate) compact in-
terval [a,b]. However, for our later convex relaxation, it is desirable to have a > 0.

Theorem 5. The function p admits a variational representation (84) if and only if p = —1 o (—¥)
for some ip € F, £ € F. This shall be called the variational factorization of p.

Proof. This is an immediate consequence of Lemma 5:

—p(r) == — min_ nl(r) +P(n) oD
n€(0,1]

= mnax, n(=L(r)) —(n) 92)

= (—L(r)). (93)

[]

Let us now first illustrate a few examples to see how one can apply Theorem 5.

Example 1 (Variational representation of the Geman-McClure function lj;%). This example was
also discussed in [8], through some integral arguments. Our derivation here, based on Theorem
5, is different. Rewrite —p(r) = —1 + H-% which suggests us choose {(r) = r2. Then {(n) =

-1+ 1;},%] < 0. Note that the decomposition —p = 1[) o (—¢) only determines 1& on the range

of —¥, hence giving us some flexibility to
satisfied. The easiest (nontrivial) way to extend 1 is to glue with it an affine function whose slope
dominates ). That is, define )(n) = an + b,¥n > 0, where a > sup, <o ¢'(n) = 1. Picking

a = 1 then satisfies both conditions in (86). To make 1& closed, we must set b = lim,_,o 1/3(77) = 0.

To summarize, p(r) = 11% admits the variational representation (84) with £(r) = r%, ¥(n) =

$*(n) = sup,. qy* —p(n*) = (v — 1)
exp(r)

Example 2 (Variational representation of the sigmoid function 5 Fexp(r)

was not discussed in [8], probably because there { was restricted to the squared loss, which turns
out to be prohibitive in this case. We simply repeat the procedure in Example 1. The similarity
between the sigmoid function and the Geman-McClure function suggests us choose £(r) = exp(r),

¢

‘complete” z/; on the entire real line such that (86) are

). This example is new. It

hence (1) is accordingly determined on (—o0,0) as —1 + ﬁ Arguing exactly as in Example 1
we get the variational representation of the sigmoid function: ((r) = exp(r),¥(n) = (y/n— 1)

Example 3 (Variational representation of the Geman-Reynolds function ). This example was

—1
1+|r|
discussed in [8] where ((r) = 12, but the final result turned out to be very complicated. We now
demonstrate that by choosing a better {, the representation can be significantly simplified. Note

that p(n) + 1 = 1_‘?“7". By analogy to the previous examples, it is easy to see that £(r) = |r

Y(n) = (Vi — 1)2 — 1 is a correct, and perhaps better, representation.

s

£(r)
1+£(r)

The above three examples can be summarized as:
tional representation £(r), ¢(n) = (/7 — 1)%

Example 4 (Some other examples). These examples (with {(r) = r2) were all discussed in [8]. We
include them mainly for the purpose of completeness.

with ¢(r) positive and convex has varia-
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Lorentzian function p(r) = log(1 + £(r)) with £ positive and convex has variational representation:
((r),¢(n) =n—1—logn.
Tukey’s biweight function p(r) min{¢%(r) — ¢*(r) + £%(r)/3,1/3} with £ convex has variational

representation: £(r),(n) = = —n+ 3773/2

Leclerc’s function p(r) = 1 — exp(—{?(r)) with { convex has variational representation:
(r),(n) = nlogn —n+1.

The mean-field function p(r) = —log(l + exp(—¢3(r))) with variational representation:

£(r),¥(n) = nlogn + (1 —n)log(l —n).

The nontrivial part in all examples is to identify the correct form of ¢; once that is done, the rest
is fairly routine. Fortunately, for many useful loss functions, a few trial-and-error usually suffice.
While we will develop a more principled way to yield a factorization, we nevertheless find the naive
guessing method convenient and that is why we present it first.

We now turn to two immediate questions about Theorem 5:

* Is the variational factorization unique?
¢ Do all functions admit a variational factorization?

The first question is easily seen to be false since one can scale (or more generally, affinely transform)
1[) and ¢ accordingly. The answer to the second question is also negative, for as we noted before,
the effective domain of p needs to be convex. Moreover, by Alexandrov’s theorem, —p must have
second derivative almost everywhere, in order to be a candidate of compositions of convex-concave
functions. But it is well-known that there exist plenty of continuous and nowhere differentiable
functions. Nevertheless, as noted before, all convex functions do admit a variational factorization
(another trivial factorization would be ¢)(n) = 7, £ = p, a concrete example of the non-uniquesness).

All concave functions whose negations are in F' also admit a variational factorization (again, a trivial
factorization would be vy = —p, £(r) = —r).

To have a more satisfying (and involved) answer for the above two questions, we need to put some
conditions on the loss function and its variational factors.'* We shall call a variational factorization

(1/) ¢) minimal if 1/) is strictly increasing, and for any other factorization (¢, £), the function z/; log
is convex. Now we can have a positive answer for the uniqueness question.

Lemma 6. Minimal factorizations, if exist, are unique up to some (appropriate) affine transforms.

Proof. Let (¢, (), (¢,€) both be minimal, then from the definition, we know both ¢)~! o ( and
$p 1o w are convex. Since both 1/} and ¢ are assumed to be stnctly increasing, it suffices to prove
that only certain affine function can possibly be strictly increasing, convex, and having a convex
inverse. But this is immediate, for we have Y\ € [0, 1],

A+ (1= Ny =f""o f(Au+ (1= A\)y) 94)

<@+ (=N F ) 95)

<A o f(@) +(1=Nf "o f(y) (96)

=Xz +(1-Ny. 97)

The equality for all pairs of (x, y) forces f to be affine. |

The next result requires some tools from real analysis, in particular, the Riesz representation theorem
for bounded linear functionals (for a review, refer to [30]).

Lemma 7. Let —p be continuous and strictly decreasing on the open interval I C R and admits

a variational factorization (1&, ) which are convex, continuous and strictly increasing on {—{(r) :
r € I} and 1, respectively, then

1. the right derivative, p.,, of p exists on I;

14 Our treatment here is mainly inspired by [29].
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2. log p, is locally of bounded variation, hence corresponds (uniquely) to a (regular) Radon
measure on I, which we denote as d(log p.);

3. a minimal factorization of —p is given as ($, &), with

() = /mexp< /bydmdy, (@) = —p(e (—a)), (98)

provided that (98) is finite valued. Here a = inf I, b € 1 and dv is the positive part of the
Radon measure d(log p,).

Proof. 1. The proof is obvious hence omitted.

2. Due to the chain rule for derivatives:

(—=p)r = (ho(=0), (99)
(¥ o (—0)) - (=), hence (100)
logpr = log(th o (—0)) +log . (101)

Note that all quantities inside the log are positive due to the monotonicity assumption. Moreover,
the two terms on the right hand side are decreasing and increasing, respectively, due to the convexity
assumption. Therefore log p, is locally of bounded variation. Through the usual Riemann-Stieltjes
integral, log p,- induces a bounded linear functional on C..(I) (continuous functions on I with com-
pact support), hence by the Riesz representation theorem, corresponds to a unique (regular) Radon
measure on [.

3. Suppose (3, €) is the minimal factorization and (¢}, £) is any variational factorization of —p, then
from —p = po (=¢) = Yo (—¢) and the minimality of ¢ we know f := ¢! 01 = (=&)o (=)t
is convex, hence —¢ = f o (—¥). It follows that log &, = log(f,. o (—¢)) +log £,.. Since f is convex,
log(fr o (—£)) is decreasing, therefore d(log &) < d(log¢,.). This proves some minimal property
of the induced Radon measure of the minimal factorization.

Recall (101) which decomposes d(log p,.) into a positive measure and a negative one. The result
above suggests us choose d(logé&,.) = dvy, for the latter, being the positive part, is minimal by
the Hahn-Jordan decomposition. This choice also forces ¢, to be increasing. Assuming (, &) as
defined in (98) is finite valued, it is easy to verify the required convexity and monotonicity.

Remark 3. A careful inspection of the proof reveals that the minimal factorization in (98) does not
hinge on the fact that —p indeed admits a variational factorization, as long as log p, is locally of
bounded variation. Therefore finding the minimal factorization does not involve more work than
finding merely a factorization.

Again, we digest the previous lemma through an example.

Example 5 (The sigmoid function revisited). I = (—o0,00) in this example, hence a = —oo
and we pick b = 0 (any other value would lead to the same result up to some constants). Simple

calculation confirms d(log p,) = %dz where dx, as usual, is the Lebesgue measure on

L. Therefore dvy = 1{x < 0} - %‘L((f))dx. Direct integration in (98) gives £(x) = 1{x <
4 exp(x ~ z

0} - 1+exppf(33) +1{z >0} (2+2)and p(x) = 1{z > -2} - T — 1{zr < -2} - m One

easily verifies that the conditions in (86) are indeed satisfied. By Theorem 5 we know there exists a
variational representation (p, ) for the sigmoid function, although its explicit form is too cumber-
some to write down. This variational factorization is very different from the one in Example 2, and
perhaps is harder to come up with through guessing. From the point of view of optimization, the
current factorization is inferior, despite of its theoretical value.

Lemma 7 cannot be applied directly to the Geman-McClure function due to the lack of monotonicity
on the entire real line. However, such functions have the symmetry property that we can exploit.
The idea is to restrict p(z) to Ry where monotonicity is guaranteed, then apply Lemma 7 we get £
on R, (and ¢). Finally extend £ to R_ by symmetry.
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Example 6 (The Geman-McClure function revisited). Following the above recipe, 1 = (0,00), a =
0 and we leave b unspecified (as it only affects constants). Simple calculation confirms d(log p,) =

il(%j:"fz)dx Therefore dv, = 1{0 < z < 1/4/3} - ﬁ%dz Direct integration in (98) gives

) = 1{0 < = < 1/VB} - 125 + o > 1/VB} - (x + 1/4 — 1/v/3) and $(z) = 1{z >
—-1/4} -2 — 1{x < —1/4} - %. For x < 0, we set £(x) = &(—x) while leave
@ untouched. One again verifies that the conditions in (86) are satisfied. By Theorem 5 we know
there exists a variational representation (i, §) for the sigmoid function, although its explicit form is
again too cumbersome to write down. This variational factorization is very different from the one in
Example 1, and is inferior from the point of view of optimization.

The above two examples might lead one to conclude that the minimal factorization given by
Lemma 7 is of little use from the viewpoint of optimization, which is our main motivation of de-
veloping the variational representation. However, as we point out below, the true value of Lemma 7
is to ensure one when a particular loss function does admit a variational factorization. Note that
once the existence issue is solved, finding a meaningful factorization can usually be done through a
few trial-and-error. We also notice that without the help of Lemma 7, it seems hard to envision the
following theorem merely from the conclusion we drew in Theorem 5.

Theorem 6. All bounded strictly increasing C? functions admit a variational factorization that

satisfies (86), provided &(x) defined below in (102) is finite valued and Z:E;g is bounded from above.

Proof. Let p be bounded and strictly increasing. (98) now simplifies to

(z) = /azexp (/by Hm%z()z)’o}dz) dy. (102)

We need only verify (86). Notice that ¢ in (98) is only determined in {—£(z) : € domp}, but we
can always complete it using the trick presented in Example | and 2.

Suppose $(z) is defined for all sufficiently small = before we do the “completion”, then

A _ —1 _
lim sup M = limsup M = 0, (103)
z——o0 L T——00 €
since p is bounded. The other condition in (86) can be similarly argued. On the other hand, if $(x)
(for sufficiently small x) is only defined after we do the “completion”, then we need to verify that

[—p(¢ 1 (~2))] = % = E:E;ﬁ is between 0 and some positive number ¢ (scaling ¢ and
& appropriately will make ¢ = 1). This holds because both p and ¢ are strictly increasing, p’ is
bounded from above (for p is bounded), plus our assumption. |

While it is possible to pin down a sufficient condition to remove the assumption in Theorem 6, we
prefer not to do so, simply because this assumption itself is easily checkable. Apparently, Theo-
rem 6 can be slightly modified to accommodate symmetric (and strictly increasing on, say, R ) loss
functions. Refer to Examples 5 and 6.

Remark 4. It is clear that we may replace the strictly decreasing assumption on the loss p with
strictly increasing in both Lemma 7 and Theorem 6 (under obvious modifications), although such
increasing functions seem to be uninteresting for loss minimization.

In summary, we wonder what kind of functions can be factorized into the composition of a concave
function and a convex function, where the concave part satisfies some condition like (86)? Of
course, we would also like a principled method to find such factorizations, hopefully useful ones in
the sense of optimization. Our results in Lemma 7 and Theorem 6 provide partial solutions to the
above request, but seem to rely heavily on the monotonicity assumption. It would be nice to replace
this assumption with something lighter.
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E Computation

E.1 Efficient Implementation of the Approximate Estimator

Recall that the approximate estimator is computed in three steps: First, the relaxed lower bound
(35) is computed, recovering 1 (see Lemma 4 in Appendix A). Second, the parameters « are re-
covered by fixing 1 and re-solving for o in (24) (see Lemma 3 in Appendix A). Third, 7 and «
are locally reoptimized in (24) using the previous (77, &) as the initial point. We discuss an efficient
implementation strategy, and the conditions under which polynomial run-time can be ensured.

For clarity we consider the case ¥(n) = 1 — 7. (An efficient algorithm is possible for general 1), but
the details unnecessarily complicate the presentation.)

Relaxation: The first step of the approximate estimator is to compute the lower bound (35) given in
Lemma 4, and recover the optimal 17 and M. This optimization can be solved efficiently as follows.
Recall the definition M,, = {M = 0, M1 = n,tr(M) < 1}, apply the definition ¢)(n) = 1 —n,
and observe

T T 1
5 = i i — — *(v) - 1
(35) rn,ixxor<117§1<11 A}Ieli\l}l,, n—1"n—-n"(Ww)—Aly)) 2)\1/ (KoM)v (104)

= i 3 _ 1T e & 0 _A
max max min iy n—10n—n (&) - AK)Y)

1
—ﬁuT (KoM)v —a” M1 +b?(M1-1) (105)
= i —1"M1 -1"M(e*(v) - A
X azn(}ixzo M%()r,{lrl(M)Sl " (&) &)
1
—ﬁuT (KoM)v —a” M1 +b?(M1-1) (106)
= max n-bl1— max 1TM1+1TM @ (v) - A(y)v)
v,a>0,b>0 M>=0,tr(M)<1

1
+ﬁuT (KoM)v+a” M1 —b"M1,(107)

where (104) follows by Sion’s minimax theorem [26, Cor.37.3.2]; (105) follows by Lagrange dual-
ity; (106) follows by substituting M1 = 7 to replace the constraint and eliminate n; and (107) is
simple regrouping. Therefore (107) can be solved as a nonsmooth maximization:

T
—b'1- 1
, Dax n b f(v,a,b), (108)
where
1
flv,a,b) = max  1"M1+1"Mc+ v (KoM)v+aT” M1 -b" M1 (109)
M=0,tr(M)<1 22
1
= - tr(MC b 110
5 a1 r(MC(v,a,b)), (110)
such that
1
C(v,a,b) = 2117 +1c(v)” +c(v)1” + 3 (Kowv™) +al” +1a” —b1" —1b” (111)

c(v) = £(v)—Ay)v. (112)

Note that in the maximization problem (108), f(v,a,b) must be convex, since it is a pointwise
maximum of linear functions [22, Ch.3]; hence (108) is a concave maximization problem. Each
evaluation of f(v, a, b) requires no more than O(n?) time, since (110) can be solved by computing
the maximum eigenvector of C'(v,a,b) [31]. Moreover, a subgradient in (v, a, b) can easily be
recovered from the maximizer M, based on the fact that

A(M1)(€(v) —y) + 5 (K o M)y
of > M1 (113)
—~M1
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by Danskin’s theorem [32, Ch.6]. (Note that the maximizer M might not be unique, so f is non-
smooth at points where this occurs.) Finally, at a solution (v, a,b; M) the weight vector 7 is
recovered vian = M 1.

Therefore, computing the relaxed solution requires solving a nonsmooth concave maximization over
3n variables, where each function evaluation (and subgradient) can be computed in O(n?) time. An
ellipsoid algorithm can therefore be used to solve (108) in polynomial-time [21] [33].

Rounding: The rounding procedure involves a simple, smooth convex minimization of v in (24),
where 7 is fixed from the relaxation step. This problem can be solved in polynomial-time provided
only that the base loss ¢ (assumed convex) is also self-concordant [20].

Reoptimization: Finally, in the reopimization step, both 17 and a are jointly (and locally) opti-
mized in (24), starting from the solution above. A local optimum can, once again, be recovered
in polynomial-time adding only the assumption that ¢ (in addition to being convex) is also self-
concordant.

Therefore, the estimation procedure requires only polynomial-time under the stated assumptions.
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E.2 Proofs of NP-hardness

Our goal is to prove that minimizing a bounded loss function is NP-hard in general. After estab-
lishing the preliminary definitions required to be sufficiently precise about the results, we first prove
that a special case—clipped-loss minimization—is strongly NP-hard in Section E.2.1. Then the NP-
hardness of bounded loss minimization can be easily established by a reduction from clipped-loss
minimization in Section E.2.2.

E.2.1 Hardness of Clipped Loss Minimization

Definition 3 (Loss function). A function ¢ : R — R is a loss function if (i) £(r) > 0 for all r;
(ii) £(0) = O; and (iii) £(r) is nondecreasing in v away from r = 0; that is, 11 < ro < 0 implies
0(ry) > £(r2), and 0 < 1y < ro implies £(1r1) < {(r2).

Definition 4 (7-minimal two-sided loss). A loss function ¢ is a T-minimal two-sided loss if there
exists a finite B; > 0 such that (i) r < B, implies £(r) > 7; and (ii) r > B, implies {(r) > T.
Definition 5 (8-bounded loss). A loss function p is a S-bounded loss if p(y — §) < B for all y and
7.

Definition 6 (weakly 7-minimal loss). A loss function ¢ is a weakly T-minimal loss if it is a (7 — €)-
minimal loss for all € > 0.

Definition 7 (Clipped loss minimization).

Instance: ¢ x n matrix X of training data, t X 1 vector y of training labels, I-minimal two-sided
loss function {, nonnegative threshold number c.

Question: Is there an n x 1 vector @ such that >"'_, min(1, £(y; — X;.8)) < ¢?

Definition 8 (Bounded loss minimization).

Instance: ¢ X n matrix X of training data, t X 1 vector'y of training labels, 1-bounded and weakly
1-minimal two-sided loss function {, nonnegative threshold number b.

Question: Is there an n x 1 vector @ such that 3"\ /(y; — X;.0) < b?

Definition 9 (Maximum 2-satisfiability).

Instance: Set U of variables, collection C of clauses over U such that each clause ¢ € C has |c| = 2,
positive integer K < |C|.

Question: Is there a truth assignment for U that simultaneously satisfies at least K of the clauses in
C?

Note that MAX2SAT is known to be NP-complete in general [34]. It is solvable in polynomial-time
if K = |C| [34], but NP-hard to approximate within a multiplicative constant better than 21/22 =
0.95454 [35].

Theorem 7. Clipped loss minimization is strongly NP-hard.

Proof. We transform MAX2SAT to clipped-loss minimization. Let (U, C, K) constitute an instance
of MAX2SAT.

Let 1; denote a boolean vector with a single 1 in position z. We will also use a scale factor s that
will be specified below (we will be able to choose a value for s that is polynomial in |U]).

Widget construction: For each variable in u; € U associate a feature X.; with corresponding
weight §;. For each clause ¢ € C' construct three training examples in the form (x",y) as follows:

« For u; V u; clauses, construct three examples (s1,, s), (sle7 s)and (s(1; +1;) 7, s).
* For u; V —w; clauses, construct three examples (s1,, ), (s1;,0) and (s(1; — 1;)7,0).
* For —w; V u; clauses, construct three examples (s1,,0), (s1],s) and (s(1; — 1;)7,0).

* For —; V —u; clauses, construct three examples (s1,],0), (s1],0) and (s(1; +1;)7, s).

To illustrate how this construction will work, consider a training example (s1,;",s). For a weight
vector 6 one will obtain a prediction § = s1, @ = s6;, which is compared to the target value y = s.
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Figure 1: Depiction of the error surface in (6;, 6;) for the three training examples constructed for
each type of clause (when i # j): a u; V u; clause, a u; V —u; clause, a ~u; V u; clause, and a
—u; V —u; clause. (The trough widths are controlled by the scale factor s.) Note that the minimum
total loss of 1 can only be achieved by setting (6;, 8;) to a satisfying assignment in each of the four
cases.

Note that if §; = 1, then the loss must be zero on this example, since § = s = y. However, as 6;
moves away from 1 the loss must increase until it “saturates”. Let

ply—9) = min(l,l(y —9)) (114)

denote the “clipped” loss. Since ¢ is a 1-minimal two-sided loss there must exist a finite B; > 0
such that for any y, § < y — By implies p(y — ¢) = 1 and § > y + By implies p(y — g) = 1.
Conversely, if p(y — §) < 1 then it must follow that y — By < § < y + Bj. The role of the scale
factor s, therefore, is to control the width of the “trough” where the losses remain strictly less than
1: Note that for any scale factor s > 0, if p(sy — sg) < 1 then sy — By < sy < sy + By, which
holds if and only if y — B1/s < § < y + Bi/s. Thus, the larger the choice of s, the narrower the
trough where losses less than 1 can be achieved for a given training example.

Figure E.2.1 depicts the error surfaces created by the set of three training examples for each of the
four clause types (for sufficiently large s) when the variables are distinct, ¢ # j. Note that the
minimum loss any weight vector can achieve on a clause (i.e., on its associated set of three training
examples) is always 1, and this can only be achieved by assigning boolean weights that “satisfy” the
clause.
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Figure 3: Illustrating how an empty (bin, mirror bin) pair can be used to define which component
weight values are “nearly discrete” versus “close to 1/2”.

Choosing the scale factor s: The scale factor s needs to be fixed to a sufficiently large value so
that, for any weight vector 6, there exists a “gap” between 0 and % (and a corresponding mirror

gap between % and 1) that contains no individual weight component 6;. In particular, consider a

M, %] into disjoint bins of size BivZ  There are at least L(l -

partition of the interval | : 3

Bl(l:ﬁ))/BlsﬁJ =335 % — 1] such bins that fit entirely within the interval.'> So, by
setting

s = Bi2V2(|U| +3) (115)
it follows that there must be at least |U| + 1 disjoint bins of width BlT‘/E within the interval
[M, 11, plus a mirror set of |U| + 1 disjoint bins within the interval [1,1 — M];

see Figure 2. Given that the weight vector only has |U| components, by construction, we know that
for any particular @ there must be at least one (bin, mirror bin) pair such that neither bin contains
any 0; value; see Figure 3. We will use these empty bins to define which 6; values are considered to
be “nearly discrete” versus “close to 1/2”, as shown in Figure 3.

Main argument: We now proceed to show that there is always a boolean weight vector that is a
global minimizer of the total clipped loss. Let

t
p(0) = > plyi—X.:.6) (116)
1=1

denote the total clipped loss obtained by a weight vector 8 on the constructed set of training exam-
ples. Let 0© be a global minimizer of (116). Then we know that there must be some (bin, mirror
bin) pair that contains no component of 8(°), which we can use to define “nearly discrete” ver-
sus “close to 1/2” weight values (Figure 3). Then by Lemma 8 below we know there must be some

'5 The reason for considering the interval [M, 1] instead of [0, 3] is that we also need to ensure the

empty bin does not intersect the parallelogram at the interesction between an axis-parallel and diagonal trough.

B1(1+Vv?2)

For a given s this will be true for any bin that is at least away from O or 1.
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Figure 4: Illustrating the rounding scheme of Lemma 8 for a u; V u; clause. (The scheme for the
other three clause types depicted in Figure E.2.1 is isomorphic. Weight pairs (6;, 6;) in the four red
corner quadrants are rounded to the boolean corners. Weight pairs (6;,6;) in the four blue semi-
rectangles on the edges are rounded to the line where the “nearly discrete” value becomes boolean.
Weight pairs (6;,6;) in the central square are not rounded. No weight pair occurs in the
cross-hatch formed by the empty bins.

weight vector 1) which contains only boolean or “close to 1/2” values such that p(8(1)) < p(8()).
Then by Lemma 9 below we know there must exist a pure boolean weight vector 8 such that

p(0®) < p(6M). Finally given a boolean assignment (), a corresponding truth assignment u(?)
can be directly recovered via the transformation

u; =true & 6;,=1
u; = false < 6; =0. (117)

Furthermore, for a boolean weight vector 8(2) we have that

p(0@)) = 3 x |{clauses falsified by u®}|
+ 1 x |{clauses satisfied by u(®}| (118)
= 3|C|—2 x |{clauses satisfied by u(®}|. (119)

It then follows that |{clauses satisfied by u(®}| > K if and only if p(8®)) < 3|C| — 2K. That is,
the minimum clipped loss achieved can be used to decide whether K clauses can be satisfied in the
original instance. ]

Lemma 8. For any weight vector 0 there is always a weight vector 6 with only boolean components

or components that are “close to 1/2” such that p(6) < p(0).

Proof. Fix 0 and use one of its empty bins to define which component values are “nearly discrete”
versus “close to 1/2”. Let 6 be the vector obtained by rounding all “nearly discrete” values of 6 to

their nearest boolean value. We show that the total clipped loss obtained by 8 cannot be greater than
that of 6.

Consider Figure 4, which depicts the effect of rounding for a clause of the u; V u; type (the other
three cases are isomorphic). For any clause, there are two situations to consider: when both weights
are rounded and when only one weight is rounded.

First, consider the case where both weights (6;, 6;) are “nearly discrete” and hence both are rounded
to their nearest boolean value. This corresponds to being in one of the red corner quadrants shown
in Figure 4. By inspection, one can see that the boolean assignment within each quadrant achieves
the minimum loss attainable within the quadrant. In particular, in the three “satisfying” quadrants
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Figure 5: Possible weight pairs that can occur after rounding.

the boolean assignment is the strict minimizer of the loss, whereas in the “falsifying” quadrant all
assignments achieve the same loss of 3. Therefore, the total loss cannot have increased on such a
clause due to rounding.

Second, consider the case where one of the weights is “nearly discrete” and hence rounded, while
the other is “close to 1/2” and hence not rounded. This corresponds to being in one of the blue semi-
rectangles on the edges shown in Figure 4. Once again, by inspection one can see that rounding the
“nearly discrete” weight to its nearest boolean value cannot increase the loss obtained. In particular,
rounding the “nearly discrete” variable yields the minimum loss assignment in the top and right
semi-rectangles, while every assignment in the bottom and left semi-rectangles obtains the same
loss of 3. This latter property is precisely what is achieved by the bin definitions: the empty bin

width of BlT‘/i is sufficient to ensure that the blue semi-rectangles do not intersect the diagonal
trough. Therefore, the total loss cannot have increased on such a clause due to rounding.

In clauses where both weights are “close to 1/2” (the square in the middle) neither weight is
rounded, hence the loss does not change. The result follows.

Lemma 9. For any weight vector @ with only boolean components or components that are “close
to 1/2” there is always a boolean weight vector 0 such that p(6) < p(0).

Proof. Consider Figure 5, which depicts the possible weight pairs (6;, 6,) participating in a clause
of type u; V u;. (The situation for any of the clause types is isomorphic.) The isolated red points are
the only purely boolean values, the blue line segments indicate pairs where one value is boolean, and
the square shows the region where both weights are “close to 1/2”. Observe that any weight
pair with one or more “close to 1/2” values (i.e., the union of the blue lines and the square) has
loss at least 2.

Given the weight vector 6, patition the clauses into three subsets: the set of clauses where both
weight values are boolean (“closed clauses”), the set of clauses where one weight is boolean and the
other is not (“mixed clauses”), and the set of clauses where both weights are “close to 1/2” (“open
clauses”). Let the set of “non-closed clauses” consist of the union of the “mixed clauses” and the
“open clauses”. From above, we know that 8 achieves a loss of at least 2 on each “non-closed
clause”. Let ¢ denote the loss per clause achieved by 8 on the “closed clauses”. There are two cases
to consider.

Case 1: (¢ > 2) In this case the overall loss per clause achieved by € must be at least 2, which
implies the total loss is p(@) > 2|C|. Therefore, by Lemma 10 below we know that there must exist
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some assignment 11 to the variables in U that satisfies at least % of the clauses in C. Let 8 denote
the corresponding boolean weight vector, recovered via the translation (117). By (119) we know
that

p(@) = 3|C|—2 x |{clauses satisfied by u(®}| (120)
< 2/C] (121)
< p0) (122)

Case 2: (¢ < 2) Let B denote the indices where @ is boolean, and let N denote the indices where
60 is “close to 1/2”. (Since ¢ < 2 there must be at least one component 6, that is boolean.) Fix
the boolean components of 5, which in turn fixes the outcomes on the “closed clauses”. For any
“mixed clause” let §; denote the weight that is boolean. We would like to preserve the assignment
of #;. Therefore, temporarily replace such a mixed clause with a new singleton clause defined by
substituting u; with its partner u;. Consider the new set of altered “mixed clauses”, in union with the
set of “open clauses”. Denote this new set C. Note that C' is defined only on the subset of variables
Up corresponding to weights in @ that are “close to 1/2”. By Lemma 10 below, there must be some
assignment Uy that satisfies at least half of the clauses in C, hence there exists a corresponding
boolean weight vector @y that achieves a loss of at most 2|C'| on C.

Now consider the boolean weight vector 6 formed by conjoining @ with 6. Note that for any
“closed clause” 8 and @ behave identically and hence achieve the same loss. However, recall 6

achieves a loss of at least 2 on each “non-closed clause”, while by the above construction, 8 achieves
a loss of at most 2 per clause over the “non-closed clauses”. (In particular, even though ty was
constructed by satisfying temporarily altered “mixed clauses” above, if it satisfies such a clause,

then it must also satisfy the original “mixed clause”.) Hence p(6) < p(8).

Since in each of the two cases we were able to identify a boolean weight vector 6 that achieves a
loss no worse than 6, the result must follow. |

Lemma 10. For any MAX2SAT instance (U, C, K) and any assignment u to its variables U, either

u or its negation —u must satisfy at least I%\ of the clauses in C.

Proof. Consider any assignment u. Note that —u must satisfy each clause that u falsifies. Therefore,

if u satisfies fewer than ‘%l clauses, it must falsify at least %
IC]

to satisfy at least 5 of the clauses. Otherwise, u satisfies at least % of the clauses. |

of the clauses, hence —u would have
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E.2.2 Hardness of Bounded Loss Minimization
Finally, we are in a position to prove Theorem 2 from the main body. Recall the definition of

bounded loss minimization (Definition 8).
Theorem 2. Bounded (non-constant) loss minimization is NP-hard.

Proof. We transform MAX2SAT to bounded-loss minimization. Let (U, C, K) constitute an in-
stance of MAX2SAT. Use the same widget construction as in the proof of Theorem 7. Let

t = 3[C] (123)
t

() = > Ly — X..0) (124)
=1

¢ = min/(6) (125)

on the constructed training set.

To prove that minimizing the bounded loss ¢ can be used to decide whether K clauses can be
satisfied, first consider an intermediate clipped-loss version of the problem. In particular, let

; 1
-9 = —ty-9) (126)
2t

ply—19) = min(l,{(y — 7)) (127)
t

pO) = > plyi — Xi.6) (128)
=1

7= minp(6) (129)

on the constructed training set. Note that 7 is a 1-minimal loss with B; = B1—2it (see Definition 4).
Therefore, by Theorem 7, p* can be used to decide whether K clauses can be satisfied in the original
MAX2SAT instance. Recall also that p* must be integer valued in this case.

Lemma 11 below shows that p* — % < ¢* < p*. Tt then follows that for any integer n, p* < n if and
only if £* < n+ 1. To see why this must hold, note: (<) if £* <n+ 3 then p* < £*+1 <n+1,
hence p* < n since p* is integer valued; and also (=) if £* > n + % then p* > £* > n+ 1,
hence p* > n since p* is integer valued. Therefore, £* can be used to decide what integer value p*
achieves, which in turn can be used to decide whether K clauses can be satisfied by Theorem 7. W

Note that bounded-loss minimization is strongly NP-hard if B, _ L is polynomial in ¢t = 3|C|.

Lemma 11. p* — 3 <% < p*

Proof. First, note that for any (y, 3)

Ply—9)—5 < (1—g)ply—19) (130)
= (1— ) min(1,(y — 9)) (131)
= min(l— 4,0y —9)) (132)
< Uy —9) (133)
< ply =) (134)
Therefore, for any 6

pO) -3 < £6) < po). (135)

If we let 8* = argming £(6) and 6 = arg ming /(6), it is then immedate that
pO) -3 < pO)-1 (136)
< 0(07) (137)
< 4(6) (138)
< p(0). (139)
|
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