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Abstract

Generative adversarial networks (GANs)
have become one of the most popular gener-
ative modeling techniques in machine learn-
ing. In this work, we study the statistical
and robust properties of GANs for Gaussian
mean estimation under Huber’s contamina-
tion model, where an ε proportion of training
data may be arbitrarily corrupted. We prove
that f -GAN, when equipped with appropri-
ate discriminators, achieve optimal minimax
rate, hence extending the recent result of
Gao et al. (2019a). In contrast, we show
that other GAN variants such as MMD-GAN
(with Gaussian kernel) and W-GAN may fail
to achieve minimax optimality. We further
adapt f -GAN to the sparse and the unknown
covariance settings. We perform numerical
simulations to confirm our theoretical find-
ings and reveal new insights on the impor-
tance of discriminators.

1 Introduction

Robust estimation under Huber’s contamination
model (Huber, 1964) has been an important problem
in statistics. Under this model, data are sampled i.i.d .
from a contaminated distribution as follows:

Xi ∼ (1− ε)Pθ + εH, i = 1, . . . , n, (1)

and the goal is to estimate θ given the observations
{X1, X2, · · ·Xn}, where {Pθ : θ ∈ Θ} is the distribu-
tion class of interest, H is an arbitrary contamination
distribution, and ε is the contamination proportion. In
this work, we mostly focus on the case where Pθ is a p-
dimensional standard Gaussian distribution N (θ, Ip),
and the goal is to estimate its mean θ.
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Despite its simplicity, robust mean estimation in high
dimensions remains a challenging task. Sample ef-
ficient estimators based on clean data (i.e. ε = 0),
such as the sample average, do not necessarily work
well in the presence of contamination, while robust
estimators designed in low dimensions, such as the
coordinate-wise median and geometric median, may
suffer the curse of dimensionality and result in subop-
timal error bound in high dimensions. On the other
hand, the well-known minimax optimal robust estima-
tor, Tukey’s median (Tukey, 1975), is computationally
intractable (Amenta et al., 2000).

Only in recent years, polynomial-time computable ro-
bust estimators with minimax optimal error bounds
start to appear (Diakonikolas et al., 2016; Lai et al.,
2016), based on analysis using higher order moments.
Since then, various efficient robust estimators, as well
as adaptations and applications to other settings, have
emerged (e.g . Balakrishnan et al., 2017; Diakoniko-
las et al., 2017, 2019a,b). Meanwhile, Gao et al.
(2019a) have recently established a deep connection
between generative adversarial networks (Goodfellow
et al., 2014, GAN) and depth-based robust estimators
(e.g . Tukey’s median), leading them to study robust
mean estimators using GANs and establish minimax
optimal error bounds, provided that suitable architec-
tures are chosen for the discriminator.

Although GANs have been extremely popular for gen-
erative modeling, their robustness properties are nev-
ertheless not well-studied, even in restricted settings
as we consider here. In this work, building on the re-
sults of Gao et al. (2019a), we provide further analysis
of robust estimators based on different GAN variants
under Huber’s contamination model. Our analysis not
only provides insightful guidance on developing robust
estimators using GANs, but also reveals the subtle dif-
ference of different GAN variants in the presence of
contamination. Unlike previous works that study the
generalization of GANs on clean data (Arora et al.,
2017; Feizi et al., 2017; Zhang et al., 2018; Thanh-
Tung et al., 2019), we study generalization on clean
data and robustness against contamination simultane-
ously. As we will see later, this subtle difference may
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lead to different conclusions in certain cases. For in-
stance, it might be easy for a weak discriminator to
generalize well on clean data, e.g . MMD-GAN, but it
may not guarantee robustness against contamination.

To summarize, we make the following contributions:

• We generalize previous results in (Gao et al.,
2019a) and prove minimax optimal rate for most
f -GANs equipped with suitable discriminators;

• For MMD-GAN with Gaussian kernel, we prove a
finite sample bound O(

√
p
n∨
√
pε) and a matching

lower bound, indicating that MMD-GAN may not
achieve the minimax rate;

• We prove that the estimator for Wasserstein GAN
in 1-dimension is robust to contamination, and
empirically verify that Wasserstein GAN suffers
Ω(
√
pε) error in high dimensions;

• We demonstrate that estimators based on f -
GANs are flexible: they can be easily adapted to
other learning settings, e.g . sparse means or un-
known covariance matrix, and they again achieve
the minimax rate with minor modifications.

Proofs are deferred to the appendix and code is avail-
able at https://github.com/watml/robust-gan.

2 Preliminary

In this section we first define the robust distribution
estimation problem and its Gaussian mean specializa-
tion. Then, we recall some existing results. Our no-
tations are mostly standard: we use a ∨ b to denote
max {a, b}; an . bn denotes an ≤ Cbn for some abso-
lute constant C and any sufficiently large n; an � bn
if an . bn and bn . an; we use ‖ · ‖ to denote the
Euclidean norm and ‖ · ‖2 the induced spectral norm.

Let P ∈ P be an unknown distribution on X ⊆ Rp
that we are interested in estimating, and Q ∈ QP
some perturbation of P. Given an i.i.d . sample X1:n =
*X1, . . . , Xn+ ∼ Q, our goal is to construct an estima-

tor P̂n : Xn → P that achieves small maximal risk
under some (semi)metric d : P × P → R+:

Rn(P̂n) := sup
P∈P

sup
Q∈QP

E[d(P̂n(X1:n),P)]. (2)

We define the minimax risk as the infimum over all
(measurable) estimators:

R∗n = inf
P̂n:Xn→P

Rn(P̂n), (3)

and we call an estimator P̂n minimax optimal if
it achieves the minimax risk asymptotically, i.e.,
Rn(P̂n) � R∗n. Note that QP = {P} recovers the usual
notion of minimax optimality (e.g . Tsybakov, 2009).

We will focus on Huber’s ε-contamination model which
is defined below (Huber, 1964):

QP =QP,ε :={(1− ε)P+εH :H any distribution on X},

i.e., with probability 1 − ε a sample X comes from
the clean distribution P while with probability ε it
comes from an arbitrary contamination distribution
H. Equivalently (see Álvarez-Esteban et al. (2011)),

Q ∈ QP ⇐⇒ Q ≥ (1− ε)P ⇐⇒ dP
dQ ≤

1
1−ε .

In fact, the ε-contamination model is a special case of
total variation perturbation, since

Q ∈ QP ⇒ TV(P,Q) ≤ ε,

where recall that TV(P,Q) := supA |P(A)−Q(A)|.

Our main goal is to understand when the minimum
variational discrepancy estimator, a.k.a. generative
adversarial networks (GAN),

P̂n(X1:n) := argmin
P∈P

D(Q̂n,P), Q̂n :=
1

n

n∑
i=1

δXi (4)

is minimax optimal, where

D(Q,P) := sup
T∈T

EQ[T (X)]−EP[s(T (Y ))], (5)

is some variational discrepancy measure between two
distributions, s : R → R is a fixed function, and T is
a chosen set of real-valued test functions on X . Note
that the discrepancy measure D that we use to con-
struct the estimator P̂n is usually different from the
distance d that we employ to evaluate P̂n. Crucially,
the estimator P̂n above does not need to know the con-
tamination proportion ε hence is adaptive. Different
choices of T and s lead to different variants of GAN
(examples will follow), and as we shall see, the choice of
test functions T (also known as discriminators) plays
a decisive role in achieving minimax (sub)optimality.

The robust Gaussian mean estimation problem refers
to the special case:

P = {N (θ, Ip) : θ ∈ Rp}, (6)

where for simplicity we assume the covariance matrix
is identity. This problem has been widely studied. In
his seminal work, Huber (1964) considered the uni-
variate case and discovered the “optimal” estimator in
terms of minimizing the asymptotic variance. Let

d(N (θ̂, Ip),N (θ, Ip)) = ‖θ̂ − θ‖ (7)

be the Euclidean distance. Chen et al. (2018) proved
that the minimax risk (see (3)) has the following order:

R∗n �
√
p

n
∨ ε, (8)

https://github.com/watml/robust-gan
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where the first term
√

p
n describes the sample effi-

ciency of the estimator while the second term ε de-
scribes its robustness. Note that the latter ε term can-
not be avoided even when sample size grows to infinity.
Standard (and efficient) estimators such as sample av-
erage has infinite risk while more robust ones such as
coordinate-wise median or geometric median achieve
suboptimal risk (

√
p
n ∨
√
pε, a factor of

√
p off). Chen

et al. (2018) also proved that Tukey’s median (Tukey,
1975), although NP-hard to compute (Amenta et al.,
2000), does achieve minimax optimality. Around the
same time, Diakonikolas et al. (2016); Lai et al. (2016)
discovered estimators that are both minimax-optimal
and polynomial-time computable. However, this lat-
ter estimator is based on high-order moments which
do not fit into the GAN framework in (4).

Very recently, Gao et al. (2019a) revealed a deep con-
nection between robust estimation and GANs. Their
main result confirmed that total variation GAN (TV-
GAN), where s(t) = t1t∈[0,1] in (5), and Jensen-
Shannon GAN (JS-GAN), where s(t) = − log(2 −
exp(t)) in (5), both achieve the minimax rate if we
equip them with suitable discriminators T . Our first
main contribution is to further substantiate the results
of (Gao et al., 2019a) in two aspects: (a) we prove that
the entire f -GAN family in (Nowozin et al., 2016) is
minimax optimal, once equipped with appropriate dis-
criminators; (b) in contrast, other popular GAN vari-
ants, such as the MMD-GAN (Li et al., 2015; Dziugaite
et al., 2015; Li et al., 2017) and Wasserstein GAN (Ar-
jovsky et al., 2017), may not achieve the minimax rate.

From now on, we will restrict to the robust Gaussian
mean estimation problem, with (6) and (7) always kept
in mind. Extensions to other settings will be discussed
in Section 6.

3 f-GAN

We first consider using f -GAN (Nowozin et al., 2016)
for the robust Gaussian mean estimation problem. f -
GAN is based on minimizing the f -divergence between
two probability distributions. Assuming that both P
and Q have probability density functions p(x) and q(x)
respectively, the f -divergence between Q and P is de-
fined as follows:

Df (Q||P) =

∫
f

(
q(x)

p(x)

)
p(x) dx, (9)

where f : R+ → R is a (strictly) convex function satis-
fying f(1) = 0. The f -divergence (9) has the following
equivalent dual representation:

Df (Q||P) = sup
T∈T

EQ[T (X)]−EP[f?(T (X))],

where f?(t) = supx xt − f(x) is the convex conjugate
of f , and T is the class of all measurable functions,
which is typically represented with a neural network.
It is clear that choosing s(t) = f?(t) recovers the gen-
eral formulation (5). Some examples of common f -
divergences and their conjugate functions can be found
in Table 1. Keeping (6) in mind, the estimator pro-
duced by f -GAN is

θ̂n = argmin
η∈Rp

sup
T∈T

EQ̂nT (X)−EN (η,I)f
?(T (Y )). (10)

Gao et al. (2019a) proved that TV-GAN and JS-GAN
both achieve the minimax rate, which we first gener-
alize to the entire f -GAN family, under mild assump-
tions on f and the test function class T :

Assumption 1. The discriminator T is parameter-
ized by a two-layer network:

T =

{
g

(
l∑
i=1

wiσ(u>i x+ bi)

)
: ‖w‖1 ≤ κ

}
,

where σ is the sigmoid function, κ is a constant, ` is
the number of hidden neurons.

Assumption 2. The functions f and g satisfy the
following properties: 1) both f? and g are twice con-
tinuously differentiable; 2) g′ > 0; 3) g(0) ∈ ∂f(1).

We note that the assumptions on f and g are mild.
The twice continuously differentiable assumption is
satisfied by all common f -divergences. The strict
monotonicity of the activation function g is satisfied
in practice and is suggested in (Nowozin et al., 2016)
such that the network output encodes the confidence
about whether a given input comes from the training
data or the generator distribution. The third assump-
tion can always be satisfied by simply shifting g.

We have the following minimax optimal convergence
rate guarantee for f -GAN. 1

Theorem 1. Let θ̂ be the estimator defined in (10),
where f and g satisfy Assumption 2 and V satisfies As-
sumption 1. Assuming that κ .

√
p
n + ε ≤ c for some

sufficiently small constant c, then with probability at
least 1− δ,

‖θ̂n − θ‖ .
√
p

n
∨ ε+

√
log 1/δ

n
. (11)

1 Note that this bound is stated in probability. Rigor-
ously speaking, it is not in the same form as the minimax
rate (8), which is in expectation. However, one can trans-
form the bound (11), by integrating the tail distribution of

‖θ̂n−θ‖, into a bound in expectation that matches the min-
imax rate (8). For simplicity, we always state the bounds
in probability in the following.
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Table 1: Examples of common f -divergences and the corresponding activation functions.

Divergence f(x) f?(t) g(v) g(0)

Kullback-Leibler (KL) x log x exp(t− 1) v + 1 1
Reverse KL (RKL) − log x −1− log(−t) − exp(−v) −1

Squared Hellinger (SH) (
√
x− 1)2 t

1−t (t < 1) 1− exp(−v) 0

Jensen Shannon (JS) −(x+ 1) log 1+x
2 + x log x − log(2− exp(t)) log(2)− log(1 + exp(−v)) 0

Total Variation (TV) max{x− 1, 0} t (0 ≤ t ≤ 1) 1
1+exp(−v)

1
2

Table 2: A comparison of the estimation error between f -GANs and the filtering method (Diakonikolas et al.,
2016, 2017). We set n = 50000, ε = 0.2, p = 100. The target distribution is N (0, Ip). Numbers are averaged
over 5 runs with standard deviations shown in parenthesis.

Contamination KL-GAN RKL-GAN SH-GAN JS-GAN TV-GAN Filtering

N (0.05 · 1, Ip) 0.1093 (0.0007) 0.1115 (0.0024) 0.1095 (0.0014) 0.1092 (0.0013) 0.1106 (0.0020) 0.1122 (0.0025)
N (0.1 · 1, Ip) 0.2053 (0.0018) 0.2057 (0.0018) 0.2059 (0.0030) 0.2040 (0.0016) 0.2055 (0.0016) 0.2062 (0.0031)
N (0.2 · 1, Ip) 0.4030 (0.0037) 0.4047 (0.0037) 0.4040 (0.0033) 0.4032 (0.0027) 0.4034 (0.0026) 0.3986 (0.0029)
N (0.5 · 1, Ip) 0.9166 (0.1589) 0.0786 (0.0046) 0.1027 (0.0058) 0.0851 (0.0050) 1.4163 (0.0166) 0.1436 (0.0074)
N (1 · 1, Ip) 1.0806 (0.3101) 0.0559 (0.0021) 0.0599 (0.0025) 0.0683 (0.0022) 8.4945 (0.0081) 0.1417 (0.0091)
N (2 · 1, Ip) 1.9081 (0.4246) 0.0552 (0.0042) 0.0613 (0.0026) 0.0736 (0.0018) 9.5560 (0.1185) 0.1443 (0.0063)
N (3 · 1, Ip) 2.0420 (0.4291) 0.0559 (0.0046) 0.0596 (0.0029) 0.0696 (0.0022) 7.3902 (0.1156) 0.1471 (0.0043)

We list common f -divergences along with their corre-
sponding activation functions g in Table 1. Theorem 1
includes all previous attempts as special cases. In par-
ticular, it shows that the choice of f -divergence does
not matter statistically, as long as one chooses the right
activation function and the appropriate discriminator.
This is probably not too surprising, given the fact that
TV-GAN and JS-GAN can already achieve the min-
imax rate and that we parametrize the discriminator
all in a similar way in Assumption 1. However, the
choice of f still plays an important role when it comes
to optimization. For instance, we empirically observed
that TV-GAN and KL-GAN are much harder to train
than SH-GAN, RKL-GAN and JS-GAN. The subtle
training difficulty of TV-GAN is also observed in (Gao
et al., 2019a).

We present numerical simulation results in Table 2 to
compare the estimation error of different f -GANs and
that of the filtering method in (Diakonikolas et al.,
2016, 2017), which is a polynomial-time algorithm
with provable error bounds. We notice that KL-GAN
and TV-GAN can diverge easily in some cases. How-
ever, SH-GAN, RKL-GAN and JS-GAN typically con-
verge steadily and often achieve comparable perfor-
mance against the filtering method.

4 MMD-GAN

Surprisingly, unlike f -GAN, MMD-GAN (with Gaus-
sian kernel) cannot achieve the minimax rate, as we
show in this section. In particular, we prove a con-
vergence rate of

√
p
n ∨
√
pε for MMD-GAN, which we

then confirm is tight but is also a factor of
√
p off.

MMD-GAN (Li et al., 2015; Dziugaite et al., 2015;
Li et al., 2017) is developed based on the maximum
mean discrepancy (Gretton et al., 2012, MMD), whose
discriminator is the unit ball in a reproducing kernel
Hilbert space (RKHS) Hk induced by some kernel k:

T = {f ∈ Hk : ‖f‖Hk ≤ 1} . (12)

For simplicity, we only consider the Gaussian kernel

k(x, x′) = exp

(
−‖x− x

′‖2

2σ2

)
, (13)

which is popular in practice (Bikowski et al., 2018).
We set s(t) = t in (5) and obtain the MMD-GAN
estimator formally as:

θ̂n = argmin
η∈Rp

sup
f∈T

EQ̂nf(X)−EN (η,Ip)f(Y ). (14)

Our first result is a finite sample upper bound for the
estimator via MMD-GAN.

Theorem 2. Let T be the RKHS unit ball induced by
the Gaussian kernel with bandwidth σ. For the esti-
mator defined in (14), with probability at least 1− δ,

‖θ̂n − θ‖ .(2 + σ2)
1
2 (1 +

2

σ2
)
p
4

(
1√
n
∨ ε+

√
log 1/δ

n

)
.

Note that for any fixed σ, the upper bound in The-
orem 2 is exponential in p, which is even worse than
classical estimators such as coordinate-wise median.
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However, it is possible to achieve a far better conver-
gence rate, by choosing σ adaptively according to the
dimension p. Indeed, our next result shows that when
σ =
√
p, the bound can be significantly improved into

linear dependence on
√
p.

Corollary 1. Let F be the RKHS unit ball induced by
the Gaussian kernel with bandwidth σ =

√
p, then with

probability at least 1− δ,

‖θ̂n − θ‖ .
√
p

(
1√
n
∨ ε+

√
log 1/δ

n

)
. (15)

The robust error (15) now grows linearly w.r.t. the
square root of dimension. Nevertheless, it still fails
to match the minimax optimal rate, and this dimen-
sional dependence appears to be unavoidable in our
experiments. Indeed, we next prove that this square
root dependence on the dimension is tight even for
the population limit of MMD-GAN, i.e., even when
we have access to infinitely many samples, the robust
error still grows linearly w.r.t.

√
p.

Theorem 3. Consider the population limit of θ̂ given
by MMD-GAN. For any σ > 0, there always exists a
contaminated distribution Q such that

‖θ̂ − θ‖ & √pε. (16)

Our technique to prove Theorem 3 is to construct the
least favorable contamination explicitly, and analyze
the resulting nonconvex landscape. Contrary to one
might expect, the strongest contamination H is not
a distribution that is very far away from θ. For in-
stance, if one pick the contamination H to be a Dirac
measure at infinity, MMD-GAN will simply give up
in minimizing the error caused by contamination, and
consequently it recovers the true parameter θ accu-
rately. In turn, we find that one strong contamination
H is a Dirac measure δθ̃ that is

√
p close to the center

of the target distribution, i.e., ‖θ − θ̃‖ ≈ √p.

Theorem 2 and Theorem 3 together establish a subop-
timal convergence rate of MMD-GAN. This is in stark
contrast to the no contamination setting (ε = 0) where
MMD-GAN and many other standard estimators all
achieve the

√
p
n minimax rate. Moreover, MMD dis-

criminators in (12) are known to metricize weak con-
vergence of distributions and enjoy small sample com-
plexity. Indeed, the discriminator function class in
(12) is relatively small: its Rademacher complexity is
of order 1√

n
. In contrast, the Rademacher complex-

ity of the f -GAN discriminators (see (1)) is of order√
p
n . While a smaller complexity of the function class

ensures a smaller sample complexity, and thus a more
accurate estimation of the underlying discriminator, it

(a) different σ and δθ̃ (b) different dimension p

Figure 1: Numerical simulation of MMD-GAN. Re-
sults are averaged over 3 runs with the standard de-
viations indicated by the error bars. We set ε = 0.1
and n = 50000. We always pick H to be a Dirac mea-
sure δθ̃ and tune θ̃ accordingly. Left: The estimation
error using different σ against different contamination
H. When σ =

√
p = 10, MMD-GAN achieves the min-

imum worst-case error. Right: The estimation error
w.r.t. the square root of dimension. The error grows
linearly as the dimension increases.

does not guarantee better estimation of the true dis-
tribution. Even worse, a smaller complexity of the
function class may come with the price of a higher ro-
bustness error in the presence of contamination, as we
showed for MMD-GAN.

To verify our theory, we present some numerical sim-
ulation results in Figure 1. In Figure 1a, we plot the
estimation error against different contamination dis-
tribution H when using different bandwidth σ. As
shown in the proof of Theorem 3, one strong contam-
ination is a Dirac measure δθ̃ satisfying ‖θ− θ̃‖ ≈ √p.
Thus, we always pick H = δθ̃ and tune θ̃ accordingly.
We set p = 100 in this experiment. It is clear that
MMD-GAN achieves the minimum worst-case error
when σ =

√
p = 10, matching the result of Corol-

lary 1. Meanwhile, for σ = 10, the worst-case error
is achieved when ‖θ − θ̃‖ ≈ √p, which matches the
result in Theorem 3. Moreover, it also confirms that
large θ̃ does not necessarily lead to large estimation er-
ror. In fact, the estimation error starts to decrease if
the contamination distribution H is too far away from
the true distribution Pθ. For example, when σ = 5,
the estimation error is almost zero for ‖θ− θ̃‖ ≥ 2

√
p.

In Figure 1b, we plot the estimation error w.r.t.
√
p.

Again, we choose the contamination H = δθ̃ according

to the proof of Theorem 3. We tune a few θ̃ around
‖θ − θ̃‖ ≈ √p and take the worst case error among
them. The bandwidth σ is set to

√
p, as this is usu-

ally the best parameter, verified both theoretically and
empirically. As we can see, the estimation error grows
linearly w.r.t. the square root of dimension.



On Minimax Optimality of GANs for Robust Mean Estimation

5 Wasserstein GAN

In this section we consider Wasserstein GAN (with the
Euclidean norm as the ground cost), whose discrimi-
nator is the set of all Lipschitz continuous functions,

T = {f : |f(x)− f(y)| ≤ ‖x− y‖,∀x, y ∈ X} , (17)

and its associated Wasserstein GAN (W-GAN) esti-
mator (Arjovsky et al., 2017):

θ̂n = argmin
η∈Rp

sup
f∈T

EQ̂nf(X)−EN (η,Ip)f(Y ), (18)

which arises from (5) with s(t) = t. It is well-known
that the discrepancy (5) in this case corresponds to
the dual form of Wasserstein distance, with the Eu-
clidean norm as the ground cost. The estimator (18)

minimizes the Wasserstein distance W1(Q̂n,N (η, Ip))
between training data and the generator distribution.

On the one hand, the sample complexity of estimat-
ing the Wasserstein distance suffers an exponential de-

pendence w.r.t. p, O(n−
1
p ) (Peyré et al., 2019), re-

quiring exponentially many samples to achieve an ac-
curate estimate. Therefore, the sample efficiency of
the estimator in (18) will not match the O(

√
p
n ) term

in the minimax rate under Huber’s contamination
model. On the other hand, the estimate of Wasser-
stein distance itself is not robust either. For instance,
W
(
Pθ, (1− ε)Pθ + εδθ̃

)
diverges to infinity as θ̃ →∞,

since the Wasserstein distance between two distribu-
tions is lower bounded by the Euclidean distance be-
tween their means. Namely, a small fraction of out-
liers can make the estimate of Wasserstein distance
arbitrarily large.

Nevertheless, the minimizer of Wasserstein distance,
i.e. the estimator (18), may still exhibit some robust-
ness in low dimensions. We demonstrate this for p = 1
and show that the estimator in (18) is robust by study-
ing its population risk.

Theorem 4. Consider W-GAN with p = 1. Let the
contamination distribution H = δθ̃. Suppose ε is suffi-

ciently small, then |θ − θ̂| . ε. Further, there exists a

contamination distribution such that |θ − θ̂| & ε.

However, in high dimensional spaces, W-GAN may not
achieve the minimax rate. We demonstrate this by
empirically verifying that the estimation error of W-
GAN is O(

√
pε).

Since W-GAN essentially minimizes the Wasserstein
distance between the model and the sample empirical
distribution, we directly minimize this quantity as op-
posed to using a neural network to approximate the
set of all Lipschitz functions, in the following way:

θ̂n = argmin
η∈Rp

W
(
Q̂n,N (η, Ip)

)
, (19)

Algorithm 1: Minimize the Wasserstein Distance

Input: a = 1
n1n, b = 1

m1m, λ > 0, η1

1 for k = 1, 2, 3 · · · do
2 Sample {xi}ni=1 from the training set.
3 Sample {yj}mj=1 from N (ηk, Ip).

4 Compute Cij = ‖xi− yj‖, Kij = exp(−Cij/λ).
5 for l = 1, 2, · · ·L do

6 f (l+1) = λ log a− λ log
(
Keg

(l)/λ
)

7 g(l+1) = λ logb− λ log
(
Kef

(l+1)/λ
)

8 ηk+1 = ηk − αk∇η〈ef
(L)

Keg
(L)

, C〉

which is essentially the primal form of (18). Our mo-
tivation is to avoid the difficulty in min-max optimiza-
tion and to ensure that we are minimizing the true
Wasserstein distance. Since the primal problem of
computing the Wasserstein distance is a linear pro-
gram, it can be computed very accurately. To speed up
computation, we use Sinkhorn iteration (Peyré et al.,
2019) to solve an entropic regularized version of the
Wasserstein distance. Recall that the entropic regu-
larized optimal transport between two empirical dis-
tributions is formulated as follows:

minimize
Π≥0

〈Π, C〉+ λ

n∑
i=1

m∑
j=1

Πij log Πij

s.t. Π1m = a,Π>1n = b,

whose dual problem is

maximize
f ,g

〈f ,a〉+ 〈g,b〉 − λ〈ef/λ,Keg/λ〉,

where Kij = exp(−Cij/λ). Alternating maximization
on the dual variables f and g yields the Sinkhorn iter-
ation algorithm. We use gradient descent to optimize
(19) and call Sinkhorn iteration to evaluate the ob-
jective and its gradient. More specifically, we run the
Sinkhorn iteration until converge, and then differenti-
ate its output w.r.t. η directly. The full procedure is
shown in Algorithm 1.

Incorporating entropic regularization for computing
the Wasserstein distance has become popular since the
work of Cuturi (2013), and has been previously applied
to training generative models (Genevay et al., 2018).
The approximation error of entropic regularization de-
cays exponentially fast (Cominetti and Mart́ın, 1994;
Weed, 2018), thus it does not change the estimation
result much.

We present the simulation results for W-GAN in Fig-
ure 2. In Figure 2a, we show the one dimensional
result. We use excessive number of samples n = 50000
and small dimensions so that the sampling error is
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negligible when compared to the contamination error
ε = 0.1. The estimator is always bounded for various
contaminations, which include a Gaussian distribution
with unit variance and a Dirac distribution. The esti-
mation error increases as the contamination moves fur-
ther away from the target distribution, but eventually
stops increasing after reaching its peak. However, in
higher dimensions, we can see that the estimation er-
ror grows linearly w.r.t.

√
p, as shown in Figure 2b. In

addition, we observe that the entropic regularization
constant λ does not change the results much, since we
pick λ to be a small constant such that it does not
affect the global minimizer of (19) noticably.

It remains an open question for high dimensions, i.e.
p > 1. Although technical difficulties have so far de-
fied us to develop theoretical guarantees for the high
dimensional case, our empirical results suggest that
the estimation error of Wasserstein GAN is O(

√
pε),

even with sufficiently many samples.

While MMD-GAN may not achieve minimax rate be-
cause of its small discriminator class, Wasserstein
GAN still appears to be suboptimal even though its
class of Lipschitz functions is much larger in complex-
ity. We hypothesize the reason to be the unbound-
edness of Lipschitz functions, and we believe discrim-
inators with bounded range is a crucial property for
inducing robust estimators.

Notice that we focus specifically on the class of Lips-
chitz functions (w.r.t. Euclidean norm) in this section.
The statistical property of a subset of Lipschitz func-
tions might be very different. For example, one can
easily show that the solution to (18) is the sample av-
erage if the discriminator (17) is restricted to the set of
linear Lipschitz-1 functions. In practice, the discrim-
inator is usually parametrized by a neural network,
with gradient penalty to enforce Lipschitz constraint
(Gulrajani et al., 2017). We trained three such vari-
ants of W-GANs (with ReLU and sigmoid activations)
in this manner and still find they are not robust in high
dimensions (see appendix).

6 Adaptation to Other Settings

We extend our results on f -GAN to more general set-
tings in this section, with minor modifications on the
discriminator and the generator.

6.1 Adaptation to Sparsity

We consider the problem of estimating a sparse Gaus-
sian mean in this section. Assume that the target dis-
tribution is N (θ, Ip) where the mean θ has at most s
nonzero entries, in notation ‖θ‖0 ≤ s. The learning
goal is to estimate θ with the prior knowledge that

(a) WGAN in 1 dimension (b) WGAN in p dimension

Figure 2: Left: The estimation error w.r.t. the dis-
tance between the centers of H and Pθ. The estimation
error remains bounded for various H. Right: The es-
timation error w.r.t. the square root of dimension. The
error grows linearly as the dimension increases.

at most s entries in θ are nonzero. Given n samples
X1:n ∼ Q, our estimator is defined as

θ̂n=argmin
‖η‖0≤s

sup
T∈T

EQ̂nT (X)−EN (η,Ip)f
?(T (Y )), (20)

where the discriminator function class T is defined as

T =
{
g
( l∑
i=1

wiσ(u>i x+ bi)
)

: ‖w‖1 ≤ κ, ‖u‖0 ≤ 2s
}
.

Note that the only difference between the above esti-
mator and the one of f -GAN in Section 3 is the ex-
tra constraints to incorporate the prior knowledge of
sparsity. The next theorem shows that the sample ef-
ficiency of the estimator is improved by incorporating
the sparsity information.

Theorem 5. Assuming that κ .
√

p
n + ε ≤ c for

some sufficiently small constant c, with probability at
least 1− δ, the estimator defined in (20) satisfies

‖θ̂n − θ‖ .
√
s log ep

s

n
∨ ε+

√
log 1/δ

n
. (21)

Notice that s = p recovers the
√

p
n convergence rate

in the nonsparse setting. Generally, the convergence
rate is better when s < p. Further, we demonstrate
that the above convergence rate (21) is tight.

Theorem 6. Let Θ = {θ ∈ Rp : ‖θ‖0 ≤ s} and Pθ =
N (θ, Ip). There exist absolute constants c1 and c2,

such that for any estimator θ̂,

sup
θ∈Θ

sup
Q∈Qθ

Q

(
‖θ̂ − θ‖ ≥ c1

(√
s log ep/s

n
∨ ε

))
≥ c2.

Theorem 6, together with Theorem 5, establishes the
minimax rate of sparse Gaussian mean estimation un-
der Huber’s contamination model.



On Minimax Optimality of GANs for Robust Mean Estimation

(a) varying s (b) sparse vs. nonsparse

Figure 3: Left: The estimation error w.r.t. different s.
Smaller s has smaller estimation error. Right: The es-
timation errors of the sparse and nonsparse estimators
w.r.t. a true sparse Gaussian mean. The sparse esti-
mator has smaller estimation error as well as smaller
variance than its nonsparse counterpart.

We present numerical simulation results in Figure 3.
In our experiments, we compute the estimator (20)
by alternating gradient ascent and descent. We find
that using the projection method2 to handle the `0
norm constraint gives reasonable estimation results.
We choose JS-GAN to implement the estimator (20)
since it is easier to optimize empirically. In Figure 3a,
we show the estimation error w.r.t. different sparsity
levels. We set p = 100, n = 500 and ε = 0.05 with

various s. Notice that
s log ep

s

n � ε2, thus the conver-

gence rate (21) is dominated by
s log ep

s

n . As expected,
smaller s leads to a smaller estimation error. Figure 3b
shows a comparison between the sparse estimator (20)
and the nonsparse estimator (10). We fix p = 100,
s = 50 and ε = 0.2, with various sample size n. As
sample size n increases, the estimation error of both
estimators decreases. The sparse estimator always has
smaller estimation error than its nonsparse counter-
part, as well as smaller variance, since the former has
a much smaller sample complexity.

A few recent works (e.g . Balakrishnan et al., 2017; Di-
akonikolas et al., 2019b) have developed polynomial-
time algorithms for sparse mean estimation. However,
their sample complexity is not minimax optimal. On
the other hand, we focus on establishing the statis-
tical properties of GANs and leave its computational
complexity as future work.

6.2 Adaptation to Unknown Covariance

We further extend our f -GAN result to the setting
where the covariance matrix Σ is unknown, and the
learning goal is to estimate the mean without know-
ing the covariance matrix. Assuming that the target
distribution is N (θ,Σ) whose covariance matrix has
spectral norm bounded by M , our estimator is defined

2Keeping the top s entries with largest absolute value
and setting others to zero.

as

(θ̂n, Σ̂) = argmin
η∈Rp,‖Γ‖2≤M

sup
T∈T

EQ̂nT (X)

−EN (η,Γ)f
?(T (Y )),

(22)

where T is the discriminator function class satisfying
Assumption 1; f and g satisfy Assumption 2; Γ is a
positive definite matrix with spectral norm bounded
by M . We show that the estimator θ̂n can still achieve
the minimax rate.

Theorem 7. Let θ̂n be the estimator defined in (22).
Assuming that κ .

√
p
n + ε ≤ c for some sufficiently

small constant c, then with probability at least 1− δ,

‖θ̂n − θ‖ .
√
p

n
∨ ε+

√
log 1/δ

n
.

Estimating Gaussian mean and covariance simultane-
ously via f -GAN has also been studied in Gao et al.
(2019b). In their work, the GAN estimator is designed
through proper scoring rules, thus their result is only
applicable to a subset of f -GANs, while Theorem 7
covers the entire f -GAN family. On the other hand,
their result is stronger than Theorem 7 as it, besides
mean estimation, also provides guarantee for covari-
ance estimation.

7 Concluding Remarks

We have studied the statistical and robust properties
of several popular GAN variants in the setting of Gaus-
sian mean estimation under Huber’s contamination
model. We showed that f -GAN equipped with an ap-
propriate discriminator can provably achieve the min-
imax rate, while MMD-GAN and Wasserstein GAN
may not. Extensions to the sparse setting and the
unknown covariance setting were also discussed. We
mention two future directions:

Computational Complexity. In this work, we only fo-
cus on the statistical properties. To make these esti-
mators work in practice, we need optimization algo-
rithms that guarantee to find reasonable solutions in
polynomial time. In fact, as shown in our experiments,
certain types of f -GAN are particularly difficult to
train, although they can achieve the minimax optimal
rate in theory. It would be interesting to characterize
the computational complexity of f -GAN estimators,
either by developing polynomial-time algorithm, or by
proving hardness results on some f -GAN training.

Minimax Optimal Function Class. We have shown a
few positive as well as negative examples of GANs
in the contamination setting. It would be interesting
to completely characterize minimax optimal function
classes, i.e. a necessary and sufficient condition on the
discriminator class for achieving minimax optimality.
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P. C. Álvarez-Esteban, E. del Barrio, J. A. Cuesta-
Albertos, and C. Matrán. Uniqueness and ap-
proximate computation of optimal incomplete trans-
portation plans. Annales de l’I.H.P. Probabilités et
statistiques, 47:358–375, 2011.

N. Amenta, M. Bern, D. Eppstein, and S.-H. Teng. Re-
gression depth and center points. Discrete & Com-
putational Geometry, 23:305–323, 2000.

M. Arjovsky, S. Chintala, and L. Bottou. Wasserstein
Generative Adversarial Networks. In Proceedings
of the 34th International Conference on Machine
Learning, pages 214–223, 2017.

S. Arora, R. Ge, Y. Liang, T. Ma, and Y. Zhang. Gen-
eralization and Equilibrium in Generative Adversar-
ial Nets (GANs). In Proceedings of the 34th Interna-
tional Conference on Machine Learning, pages 224–
232, 2017.

S. Balakrishnan, S. S. Du, J. Li, and A. Singh. Com-
putationally Efficient Robust Sparse Estimation in
High Dimensions. In Proceedings of the 2017 Con-
ference on Learning Theory, pages 169–212, 2017.

M. Bikowski, D. J. Sutherland, M. Arbel, and A. Gret-
ton. Demystifying MMD GANs. In International
Conference on Learning Representations, 2018.

M. Chen, C. Gao, and Z. Ren. Robust covariance and
scatter matrix estimation under Hubers contamina-
tion model. Ann. Statist., 46:1932–1960, 2018.

R. Cominetti and J. S. Mart́ın. Asymptotic Analysis of
the Exponential Penalty Trajectory in Linear Pro-
gramming. Mathematical Programming, 67:169–187,
1994.

M. Cuturi. Sinkhorn Distances: Lightspeed Compu-
tation of Optimal Transport. In Advances in Neu-
ral Information Processing Systems 26, pages 2292–
2300, 2013.

I. Diakonikolas, G. Kamath, D. M. Kane, J. Li,
A. Moitra, and A. Stewart. Robust Estimators
in High Dimensions without the Computational In-
tractability. In 2016 IEEE 57th Annual Symposium
on Foundations of Computer Science (FOCS), pages
655–664, 2016.

I. Diakonikolas, G. Kamath, D. M. Kane, J. Li,
A. Moitra, and A. Stewart. Being Robust (in High
Dimensions) Can Be Practical. In Proceedings of the

34th International Conference on Machine Learn-
ing, pages 999–1008, 2017.

I. Diakonikolas, G. Kamath, D. Kane, J. Li, J. Stein-
hardt, and A. Stewart. Sever: A Robust Meta-
Algorithm for Stochastic Optimization. In Proceed-
ings of the 36th International Conference on Ma-
chine Learning, pages 1596–1606, 2019a.

I. Diakonikolas, D. Kane, S. Karmalkar, E. Price,
and A. Stewart. Outlier-Robust High-Dimensional
Sparse Estimation via Iterative Filtering. In Ad-
vances in Neural Information Processing Systems
32, pages 10689–10700, 2019b.

G. K. Dziugaite, D. M. Roy, and Z. Ghahramani.
Training Generative Neural Networks via Maximum
Mean Discrepancy Optimization. In Proceedings of
the Thirty-First Conference on Uncertainty in Arti-
ficial Intelligence, page 258267, 2015.

S. Feizi, F. Farnia, T. Ginart, and D. Tse. Understand-
ing GANs: the LQG setting, 2017. arXiv preprint
arXiv:1710.10793.

C. Gao, J. Liu, Y. Yao, and W. Zhu. Robust Es-
timation via Generative Adversarial Networks. In
International Conference on Learning Representa-
tions, 2019a.

C. Gao, Y. Yao, and W. Zhu. Generative Adversar-
ial Nets for Robust Scatter Estimation: A Proper
Scoring Rule Perspective, 2019b. arXiv preprint
arXiv:1903.01944.

A. Genevay, G. Peyre, and M. Cuturi. Learning Gen-
erative Models with Sinkhorn Divergences. In Pro-
ceedings of the Twenty-First International Confer-
ence on Artificial Intelligence and Statistics, pages
1608–1617, 2018.

I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Ben-
gio. Generative Adversarial Nets. In Advances in
Neural Information Processing Systems 27, pages
2672–2680, 2014.

A. Gretton, K. M. Borgwardt, M. J. Rasch,
B. Schölkopf, and A. Smola. A Kernel Two-Sample
Test. Journal of Machine Learning Research, 13:
723–773, 2012.

I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin,
and A. C. Courville. Improved Training of Wasser-
stein GANs. In Advances in Neural Information
Processing Systems 30, pages 5767–5777, 2017.

P. J. Huber. Robust Estimation of a Location Pa-
rameter. The Annals of Mathematical Statistics, 35:
73–101, 1964.

K. A. Lai, A. B. Rao, and S. Vempala. Agnostic Es-
timation of Mean and Covariance. In 2016 IEEE

http://archive.numdam.org/article/AIHPB_2011__47_2_358_0.pdf
http://archive.numdam.org/article/AIHPB_2011__47_2_358_0.pdf
http://archive.numdam.org/article/AIHPB_2011__47_2_358_0.pdf
https://link.springer.com/content/pdf/10.1007/PL00009502.pdf
https://link.springer.com/content/pdf/10.1007/PL00009502.pdf
http://proceedings.mlr.press/v70/arjovsky17a.html
http://proceedings.mlr.press/v70/arjovsky17a.html
http://proceedings.mlr.press/v70/arora17a.html
http://proceedings.mlr.press/v70/arora17a.html
http://proceedings.mlr.press/v70/arora17a.html
http://proceedings.mlr.press/v65/balakrishnan17a.html
http://proceedings.mlr.press/v65/balakrishnan17a.html
http://proceedings.mlr.press/v65/balakrishnan17a.html
https://openreview.net/forum?id=r1lUOzWCW
https://doi.org/10.1214/17-AOS1607
https://doi.org/10.1214/17-AOS1607
https://doi.org/10.1214/17-AOS1607
https://link.springer.com/article/10.1007/BF01582220
https://link.springer.com/article/10.1007/BF01582220
https://link.springer.com/article/10.1007/BF01582220
http://papers.nips.cc/paper/4927-sinkhorn-distances-lightspeed-computation-of-optimal-transport.pdf
http://papers.nips.cc/paper/4927-sinkhorn-distances-lightspeed-computation-of-optimal-transport.pdf
http://ieee-focs.org/FOCS-2017-Papers/3464a073.pdf
http://ieee-focs.org/FOCS-2017-Papers/3464a073.pdf
http://ieee-focs.org/FOCS-2017-Papers/3464a073.pdf
http://proceedings.mlr.press/v70/diakonikolas17a.html
http://proceedings.mlr.press/v70/diakonikolas17a.html
http://proceedings.mlr.press/v97/diakonikolas19a.html
http://proceedings.mlr.press/v97/diakonikolas19a.html
http://papers.nips.cc/paper/9253-outlier-robust-high-dimensional-sparse-estimation-via-iterative-filtering.pdf
http://papers.nips.cc/paper/9253-outlier-robust-high-dimensional-sparse-estimation-via-iterative-filtering.pdf
http://auai.org/uai2015/proceedings/papers/230.pdf
http://auai.org/uai2015/proceedings/papers/230.pdf
https://arxiv.org/pdf/1710.10793.pdf
https://arxiv.org/pdf/1710.10793.pdf
https://openreview.net/forum?id=BJgRDjR9tQ
https://openreview.net/forum?id=BJgRDjR9tQ
https://arxiv.org/pdf/1903.01944.pdf
https://arxiv.org/pdf/1903.01944.pdf
https://arxiv.org/pdf/1903.01944.pdf
http://proceedings.mlr.press/v84/genevay18a.html
http://proceedings.mlr.press/v84/genevay18a.html
http://papers.nips.cc/paper/5423-generative-adversarial-nets.pdf
http://www.jmlr.org/papers/volume13/gretton12a/gretton12a.pdf
http://www.jmlr.org/papers/volume13/gretton12a/gretton12a.pdf
http://papers.nips.cc/paper/7159-improved-training-of-wasserstein-gans.pdf
http://papers.nips.cc/paper/7159-improved-training-of-wasserstein-gans.pdf
https://doi.org/10.1214/aoms/1177703732
https://doi.org/10.1214/aoms/1177703732
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7782981
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7782981


On Minimax Optimality of GANs for Robust Mean Estimation

57th Annual Symposium on Foundations of Com-
puter Science (FOCS), pages 665–674, 2016.

C.-L. Li, W.-C. Chang, Y. Cheng, Y. Yang, and
B. Poczos. MMD GAN: Towards Deeper Under-
standing of Moment Matching Network. In Ad-
vances in Neural Information Processing Systems
30, pages 2203–2213, 2017.

Y. Li, K. Swersky, and R. Zemel. Generative Moment
Matching Networks. In Proceedings of the 32nd In-
ternational Conference on Machine Learning, pages
1718–1727, 2015.

S. Nowozin, B. Cseke, and R. Tomioka. f -GAN: Train-
ing Generative Neural Samplers using Variational
Divergence Minimization. In Advances in Neural
Information Processing Systems 29, pages 271–279,
2016.
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A Additional Experiments

In this section, we present additional experiments on W-GAN architectures in practice.

(a) error vs. ✏ (b) error vs. ✏ (c) error vs.
p
p

Figure 4: Estimation error of W-GAN, when the discriminator is parametrized by a neural network. The
optimization is unstable for the sigmoid network in some cases.

We train three Wasserstein GANs: a one-hidden-layer ReLU network, a two-hidden-layer ReLU network and a
one-hidden-layer sigmoid network. We use gradient penalty to enforce the Lipschitz constraint on the discrimi-
nator. The results are shown in Figure 4.

As mentioned in Section 5, statistical properties of di↵erent subsets of Lipschitz functions may be very di↵erent.
Here, we also observe the di↵erence for networks with di↵erent activation functions. With ReLU activation, the
solution of Wasserstein GAN is very close to sample average, whose error is plotted in Figure 4 for comparison.
The Wasserstein GAN with sigmoid activation is slightly more robust than that with ReLU network. But still,
the estimation error grows as the dimension increases.

B Technical Lemmas

Definition 1. The f -divergence with a restricted function class V is defined as

DV(P||Q) = sup
V 2V

EPg(V (X))�EQf
?(g(V (X))).

Lemma 1 (Minimizer of DV). Assume f is convex and f(1) = 0, f and g satisfy Assumption 2, and the
discriminator class V satisfies Assumption 1. Then, for any distribution P and Q,

DV(P||Q) � 0.

In addition,

DV(P||P) = 0.

Proof. Since f
? is the convex conjugate function of f , we have

f
?(t) + f(x) = xt , t 2 @f(x).

In particular, since f(1) = 0, we have

f
?(t) = t , t 2 @f(1).

According to Assumption 2, g(0) 2 @f(1), thus

f
?(g(0)) = g(0).
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For any P and Q, let the discriminator V (x) be the function x 7! 0 (by setting all weights to zeros), then

EPg(V (X))�EQf
?(g(V (X))) = 0.

Hence, the supremum over V, namely DV , is nonnegative.

To show DV(P||P) = 0, it is su�cient to show that DV(P||P)  0. Notice that for all t, we have

f
?(t) = sup

x
xt� f(x)

� 1 · t� f(1)

= t.

Hence,

DV(P||P) = sup
V 2V

EPg(V (X))�EPf
?(g(V (X)))

 sup
V 2V

EPg(V (X))�EPg(V (X))

= 0,

which finishes the proof.

Lemma 2. For any distribution P1, P2 and P3, we have

|DV((1� ✏)P1 + ✏P2||P3)�DV(P1||P3)|  2✏Lg,

where Lg is the Lipschitz constant of g in [�,].

Proof. First, notice that |V (x)|  kwk1  . Expand DV , we have

|DV((1� ✏)P1 + ✏P2||P3)�DV(P1||P3)| =
���
✓
sup
V 2V

E(1�✏)P1+✏P2
g(V (X))�EP3f

?(g(V (X)))

◆
(23)

�

✓
sup
V 2V

EP1g(V (X))�EP3f
?(g(V (X)))

◆ ��� (24)

 sup
V 2V

��E(1�✏)P1+✏P2
g(V (X))�EP1g(V (X))

�� (25)

=✏ sup
V 2V

|EP2g(V (X))�EP1g(V (X))| (26)

✏ sup
V 2V

|EP2 [g(V (X))� g(0)]�EP1 [g(V (X))� g(0)]| (27)

✏

✓
sup
V 2V

|EP2 [g(V (X))� g(0)]|+ sup
V 2V

|EP1 [g(V (X))� g(0)]|

◆
(28)

✏

✓
sup
V 2V

EP2 |g(V (X))� g(0)|+ sup
V 2V

EP1 |g(V (X))� g(0)|

◆
(29)

✏Lg

✓
sup
V 2V

EP2 |V (X)|+ sup
V 2V

EP1 |V (X)|

◆
(30)

2✏Lg, (31)

where (25) uses the inequality |sup f1 � sup f2|  sup |f1 � f2|; (30) uses Lipschitz continuity of g on [�,]
(recall that g is twice continuously di↵erentiable).

Lemma 3. Consider the discriminator function class in Assumption 1. For any distribution P, the i.i.d. samples
X1, X2, · · ·Xn ⇠ P satisfy

sup
V 2V

�����
1

n

nX

i=1

g(V (Xi))�EPg(V (Xi))

�����  C

 
2Lg

r
p

n
+ 2Lg

r
log 1/�

n

!
,

with probability at least 1� � for some constant C, where Lg is the Lipschitz constant of g in [�,].



Kaiwen Wu1,2, Gavin Weiguang Ding3, Ruitong Huang3, Yaoliang Yu1,2

Proof. One can first verify the function class g � V satisfies the condition of bounded di↵erence inequality, since

|g(x)� g(y)|  |g()� g(�)|  2Lg,

where we use the assumption on g that it is increasing and Lipschitz (since g has continuous second order
derivative). The rest of the proof aims for proving the Rademacher complexity of g � V is bounded by Lg

p p
n .

Since g is a Lipschitz function on [�,], by contraction lemma,

R(g(V))  LgR(V).

In addition, we have

R(V) = E⇠ sup
V 2V

�����
1

n

nX

i=1

⇠iV (Xi)

�����

= E⇠ sup
wj ,ui,bi

������
1

n

nX

i=1

⇠i

X

j�1

wj�(u
>

j Xi + bj)

������

= E⇠ sup
wj ,uj ,bj

������
1

n

X

j�1

wj

nX

i=1

⇠i�(u
>

j Xi + bj)

������

= E⇠ sup
u,b

�����
1

n

nX

i=1

⇠i�(u
>
Xi + b)

�����

. 

r
p

n
,

where ⇠i are independent Rademacher random variables. We use Cauchy inequality in the second last step and
the last inequality is because the Rademacher complexity of

�
�(u>

x+ b) : u 2 Rp
, b 2 R

 
is O(

p p
n ) (Gao et al.,

2019a).

Lemma 4. Suppose F = {f 2 H : kfkH  1} is the unit ball in the RKHS induced by a kernel k(·, ·) satisfying
supx k(x, x)  1 ( e.g. a Gaussian kernel). For any distribution P, the i.i.d. samples X1, X2, · · ·Xn ⇠ P satisfy

sup
f2F

�����
1

n

nX

i=1

f(Xi)�EPf(X)

����� 
2
p
n
+ 2

r
log 2/�

2n

with probability at least 1� �.

Proof. It is well known that the Rademacher complexity of F is upper bounded by 1
p
n
. By standard concentration

inequality we can obtain the above result.

Lemma 5. Consider the function class V defined in (20). For any distribution P, the i.i.d. samples
X1, X2, · · ·Xn ⇠ P satisfy

sup
V 2V

�����
1

n

nX

i=1

g(V (Xi))�EPg(V (x))

�����  CLg

 r
s log ep

s

n
+

r
log 1/�

n

!

with probability at least 1� �, where C is an absolute constant.

Proof. The proof follows the similar steps of Lemma 3, except that in the last step we have a better bound on
the function class F =

�
�(u>

x+ b) : u 2 Rp
, kuk0  2s, b 2 R

 
.

We decompose F = F1[F2[ · · ·[F( p
2s)

, where each Fj denotes a subset of F with distinct sparsity pattern. It is

not hard to see that each Fj has Rademacher complexity
q

2s
n . Thus for each fixed Fj , we can use Rademacher
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complexity to prove

sup
f2Fj

�����
1

n

nX

i=1

f(Xi)�EPf(X)

�����  C

0

@
r

s

n
+

s
log

� p
2s

�
/�

n

1

A

holds with probability at least 1� �/
� p
2s

�
. Using union bound over all Fj , with probability at least 1� �, we have

sup
f2F

�����
1

n

nX

i=1

f(Xi)�EPf(X)

�����  C

0

@
r

s

n
+

s
log

� p
2s

�
/�

n

1

A

 C

0

@
r

s

n
+

s
log

� ep
s

�2s
/�

n

1

A

 C

 r
s

n
+

r
2s log ep

s + log 1/�

n

!

 C
0

 r
2s log ep

s

n
+

r
log 1/�

n

!
,

which finishes the proof.

Lemma 6. Let � be the CDF of the standard Gaussian distribution. For any ⌘ 2 R, there uniquely exists a ⌧ ,
such that

�(⌧ � ⌘) = (1� ✏)�(⌧).

Moreover, (⌧(⌘)� ⌘)
⇣
⌘ � ��1

⇣
1

2(1�✏)

⌘⌘
> 0.

Proof. On the one hand,

lim
t!+1

�(t� ⌘)

�(t)
=

1

1� ✏
> 1.

On the other hand,

lim
t!�1

�(t� ⌘)

�(t)
= lim

t!�1

�(t� ⌘)

�(t)
= lim

t!�1

exp

✓
1

2
⌘(2t� ⌘)

◆
= 0.

Since both �(t � ⌘) and �(t) are continuous, ⌧ exists. Denote t0 = 1
⌘ log(1 � ✏) + 1

2⌘. It is easy to check that

⌧ 2 (t0,+1), in which the function �(t� ⌘)� (1� ✏)�(t) is monotonic. Thus ⌧ is unique.

Since ⌧ uniquely exists for every ⌘, ⌧(⌘) is a function of ⌘. Now we characterize the properties of ⌧(⌘).

Di↵erentiate w.r.t. ⌘ on both sides of

�(⌧ � ⌘) = (1� ✏)�(⌧),

we get

d

d⌘
(⌧(⌘)� ⌘) =

�(⌧ � ⌘)

�(⌧ � ⌘)� (1� ✏)�(⌧)
� 1

=
(1� ✏)�(⌘)

�(⌧ � ⌘)� (1� ✏)�(⌧)
,

where � is the density of the standard Gaussian distribution. It can be verified that the denominator is strictly
positive. Thus ⌧(⌘)� ⌘ is an increasing function w.r.t. ⌘.
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One can verify that

⌧ = ⌘ = ��1

✓
1

2(1� ✏)

◆

satisfies �(⌧ � ⌘) = (1 � ✏)�(⌧), hence a root of ⌧(⌘) � ⌘ = 0. Since ⌧(⌘) � ⌘ is increasing, the root is unique,
which concludes the proof.

C f-GAN

Theorem 1. Let ✓̂ be the estimator defined in (10), where f and g satisfy Assumption 2 and V satisfies As-
sumption 1. Assuming that  .

p p
n + ✏  c for some su�ciently small constant c, then with probability at least

1� �,

k✓̂n � ✓k .
r

p

n
_ ✏+

r
log 1/�

n
. (11)

Proof. We start with bounding the distance between N (✓, Ip) and N (✓̂, Ip) in terms of DV . With probability at
least 1� 2�, we have

DV(N (✓, Ip)||N (✓̂, Ip)) DV((1� ✏)N (✓, Ip) + ✏H||N (✓̂, Ip)) + 2✏Lg (32)

DV(Q̂n||N (✓̂, Ip)) + 2✏Lg + 2Lg

r
p

n
+ 2Lg

r
log 1/�

n
(33)

DV(Q̂n||N (✓, Ip)) + 2✏Lg + 2Lg

r
p

n
+ 2Lg

r
log 1/�

n
(34)

DV((1� ✏)N (✓, Ip) + ✏H||N (✓, Ip)) + 2✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n
(35)

DV(N (✓, Ip)||N (✓, Ip)) + 4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n
(36)

4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n
, (37)

where (32) and (36) use Lemma 2; (33) and (35) use Lemma 3; (34) follows by the fact that ✓̂ minimizes DV ;
(37) follows from Lemma 1. The bound holds for the supremum over V. In particular, it holds for any V 2 V .
Pick w1 = , u1 = u with kuk = 1 and b1 = �u

>
✓̂, and let

 ⇠(t) = Ez⇠N (0,1) [g (t�(z + ⇠))� f
?(g(t�(z)))] ,

then

 u>(✓̂�✓)() . 4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n

holds for every u and  with probability at least 1� 2�. Since g and f
? are twice continuously di↵erentiable,  00

is continuous in [0,] and | 
00
| can be bounded by some constant M(). A key observation is that  ⇠(t)+M()t2

is convex in [0,]. Thus, by subgradient inequality,

 ⇠() +M()2 �  
0

⇠(0),

where we recall  ⇠(0) = 0 since g(0) = f
?(g(0)). This is because by Frechel inequality

f(x) + f
?(y) = xy , y 2 @f(x)

and by Assumption 2 f(1) = 0 and g(0) 2 @f(1).
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We have

 
0

⇠(0) = g
0(0) (h(⇠)� h(0)) ,

where

h(⇠) = Ez⇠N (0,1)[�(z + ⇠)].

Since h is increasing and h
0(0) is strictly positive, there exist constants c > 0 and c

0
> 0, such that any ⇠

satisfying |h(⇠)� h(0)| < c
0 has |h(⇠)� h(0)| � c⇠.

Thus

k✓̂ � ✓k = sup
kuk=1

u
>(✓ � ✓̂)

 sup
kuk=1

1

c

⇣
h(u>(✓ � ✓̂))� h(0)

⌘

 sup
kuk=1

1

c · g0(0)
·  

0

u>(✓�✓̂)
(0)

 sup
kuk=1

1

c · g0(0)

⇣
 u>(✓�✓̂)() +M()2

⌘
/


1

c · g0(0)

 
4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n
+M()

!
,

where the first inequality holds when
p p

n + ✏ is su�ciently small such that
���h(u>(✓ � ✓̂))� h(0)

���  c
0. Note

that lim!0 M() = 0, since M() is monotonically decreasing w.r.t. . We can pick  su�ciently small such
that

M()  4✏Lg + 4Lg

r
p

n
.

Thus

k✓̂ � ✓k . ✏+

r
p

n
+

r
log 1/�

n

holds with probability at least 1� �.

D MMD GAN

Theorem 2. Let T be the RKHS unit ball induced by the Gaussian kernel with bandwidth �. For the estimator
defined in (14), with probability at least 1� �,

k✓̂n � ✓k .(2 + �
2)

1
2 (1 +

2

�2
)

p
4

 
1
p
n
_ ✏+

r
log 1/�

n

!
.

Proof. First, since every f 2 T has bounded range:

f(x) = hf, k(·, x)iH  kfk
H
kk(·, x)k

H
=
p
k(x, x)  1,

we can show that the contamination can only change the MMD distance by a constant factor of ✏:

MMD [(1� ✏)P✓ + ✏H,P] = sup
f2T

E(1�✏)P✓+✏Hf(X)�EPf(X)

 sup
f2T

EP✓f(X)�EPf(X) + ✏EHf(X)� ✏EP✓f(X)

 sup
f2T

(EP✓f(X)�EPf(X)) + ✏ sup
f2T

(EHf(X)�EP✓f(X))

 MMD [P✓,P] + 2✏,
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where P is an arbitrary distribution. The reverse direction also holds by a similar argument. Follow the similar
steps in Theorem 1, using Lemma 4, we can show

sup
f2T

EP✓f(X)�EP✓̂
f(X)  2✏+

4
p
n
+ 4

r
log(2/�)

2n
,

holds with probability at least 1��. Recall that the MMD between two distributions is the distance of the mean
embedding in a RKHS (Gretton et al., 2012)

sup
f2T

EP✓f(X)�EP✓̂
f(X) = kµP✓ � µP✓̂

kH.

When P✓ and P✓̂ are both Gaussian distributions, the right hand side can be computed in a closed form:

kµP✓ � µP✓̂
k
2
H

= Ex,x0⇠P✓ [k(x, x
0)]� 2Ex⇠P✓,x0⇠P✓̂

[k(x, x0)] +Ex,x0⇠P✓̂
[k(x, x0)]

= 2Ex⇠N(0,2Ip)


exp

✓
�
x
T
x

2�2

◆�
� 2Ex⇠N(✓�✓̂,2Ip)


exp

✓
�
x
T
x

2�2

◆�

=

s✓
�2

2 + �2

◆p✓
1� exp

✓
�

1

2(2 + �2)
k✓̂ � ✓k

2

◆◆
.

Assuming that 1
n and ✏ are su�ciently small thus kµP✓ � µP✓̂

kH is su�ciently small, such that

1� exp

✓
�

1

2(2 + �2)
k✓̂ � ✓k

2

◆


1

2
,

then by the inequality 1
2x  1� exp(�x),

1

2
·
k✓̂ � ✓k

2

2(2 + �2)
 1� exp

✓
�

1

2(2 + �2)
k✓̂ � ✓k

2

◆
.

Combining all of the above, we have proven that

k✓̂ � ✓k  2
p
2 + �2

s

1� exp

✓
�

1

2(2 + �2)
k✓̂ � ✓k2

◆

 2
p
2 + �2

✓
1 +

2

�2

◆ p
4

kµP✓̂
� µP✓kH

 2
p
2 + �2

✓
1 +

2

�2

◆ p
4

 
2✏+

4
p
n
+ 4

r
log(2/�)

2n

!
,

holds with probability at least 1� �.

Corollary 1. Let F be the RKHS unit ball induced by the Gaussian kernel with bandwidth � =
p
p, then with

probability at least 1� �,

k✓̂n � ✓k . p
p

 
1
p
n
_ ✏+

r
log 1/�

n

!
. (15)

Proof. We optimize the bound in Theorem 2 by choosing appropriate bandwidth � according to the dimension
p. Consider the coe�cient (2 + �

2)(1 + 2
�2 )

p
2 in Theorem 2. It achieves its minimum value at � =

p
p, which

turns out to be (2 + p)(1 + 2
p )

p
2  2ep . p. Plugging in the choice of � finishes the proof.

Theorem 3. Consider the population limit of ✓̂ given by MMD-GAN. For any � > 0, there always exists a
contaminated distribution Q such that

k✓̂ � ✓k & p
p✏. (16)
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Proof. Consider a Dirac contamination H = �✓̃.

✓̂ = minimize
⌘2Rp

MMD2[(1� ✏)P✓ + ✏�✓̃,P⌘]. (38)

Since MMD between mixture of Gaussian has a closed form solution, it is easy to show that (38) is equivalent to

minimize
⌘2Rp

�(1� ✏) exp

✓
�

k✓ � ⌘k
2

2(2 + �2)

◆
� ✏

✓
2 + �

2

1 + �2

◆ p
2

exp

 
�

k✓̃ � ⌘k
2

2(1 + �2)

!
.

Although we have a closed form solution for MMD, the objective function is still nonconvex w.r.t. ⌘. However, a
key observation is that the global minimizer must lie in the line segment between ✓ and ✓̃. If not, a projection onto
this line segment has strictly smaller objective value. This observation allows us to parametrize ⌘ = ✓+ t(✓̃� ✓),
where 0  t  1.

minimize
0t1

�(1� ✏) exp

 
�

k✓ � ✓̃k
2

2(2 + �2)
t
2

!
� ✏

✓
2 + �

2

1 + �2

◆ p
2

exp

 
�

k✓ � ✓̃k
2

2(1 + �2)
(t� 1)2

!
.

We first prove the following claim.

Claim: for any � > 0, as long as k✓ � ✓̃k
2 = p(1 + �

2) log 2+�2

1+�2 , then t
?
� ✏.

If the claim holds, then

k✓̂ � ✓k = k⌘
?
� ✓k

= t
?
k✓ � ✓̃k

� ✏

r
p(1 + �2) log

2 + �2

1 + �2

� ✏

p
p log 2,

where the last inequality is because (1 + �
2) log 2+�2

1+�2 � log 2, which finishes the proof. The rest of the proof is
dedicated to proving the claim.

It is su�cient to prove the gradient w.r.t. t is negative in [0, ✏], which is equivalent to prove

(1� ✏) exp

 
�

k✓ � ✓̃k
2

2(2 + �2)
t
2

!
k✓ � ✓̃k

2

2 + �2
t  ✏

✓
2 + �

2

1 + �2

◆ p
2

exp

 
�

k✓ � ✓̃k
2

2(1 + �2)
(t� 1)2

!
k✓ � ✓̃k

2

1 + �2
(1� t)

holds for any t  ✏. Taking logarithm on both sides, it is equivalent to show

log
✏

1� ✏
+ log

1� t

t
+
⇣
p

2
+ 1

⌘
log

2 + �
2

1 + �2
+

k✓ � ✓̃k
2

2(2 + �2)
t
2
�

k✓ � ✓̃k
2

2(1 + �2)
(t� 1)2 � 0 (39)

for any 0  t  ✏. It is easy to see that for t  ✏, we have

log
✏

1� ✏
+ log

1� t

t
� 0.

Further,

⇣
p

2
+ 1

⌘
log

2 + �
2

1 + �2
+

k✓ � ✓̃k
2

2(2 + �2)
t
2
�

k✓ � ✓̃k
2

2(1 + �2)
(t� 1)2

is a quadratic function w.r.t. t, and is monotonic increasing when 0  t  1. Thus its minimum value is achieved
at t = 0, which is

⇣
p

2
+ 1

⌘
log

2 + �
2

1 + �2
�

k✓ � ✓̃k
2

2(1 + �2)
=
⇣
p

2
+ 1

⌘
log

2 + �
2

1 + �2
�

p

2
log

2 + �
2

1 + �2

�0,

where the first inequality is because the specific choice of ✓̃ in the claim. Thus the left hand side of (39) is
positive, which finishes the proof.



Kaiwen Wu1,2, Gavin Weiguang Ding3, Ruitong Huang3, Yaoliang Yu1,2

E Wasserstein GAN

Theorem 4. Consider W-GAN with p = 1. Let the contamination distribution H = �✓̃. Suppose ✏ is su�ciently

small, then |✓ � ✓̂| . ✏. Further, there exists a contamination distribution such that |✓ � ✓̂| & ✏.

Proof. Without loss of generality, we assume that ✓ = 0 and ✓̃ > 0. Recall that the Wasserstein distance with
Euclidean distance as ground cost in one dimension has a closed-form expression (Peyré et al., 2019) as follows:

minimize
⌘2R

Z +1

�1

����(t� ⌘)� (1� ✏)�(t)� ✏1t�✓̃

��� dt, (40)

where � is the CDF of the standard Gaussian distribution. It is clear that the minimizer ⌘? � 0.

Let L be the objective in (40) and let ⌘0 = ��1
⇣

1
2(1�✏)

⌘
. We show that if ⌘ > ⌘0 then dL

d⌘ > 0, hence the

solution ⌘?  ⌘0. By Lemma 6, if ⌘ > ⌘0, then ⌧(⌘) > ⌘, where ⌧(⌘) (uniquely) satisfies �(⌧ � ⌘) = (1� ✏)�(⌧).
Given a fixed ⌘ > ⌘0, we discuss two cases.

Case 1: ✓̃  ⌧(⌘)

Decompose (40) into two terms:

L =

Z ✓̃

�1

+

Z +1

✓̃

����(t� ⌘)� (1� ✏)�(t)� ✏1t�✓̃

��� dt

=

Z ✓̃

�1

(��(t� ⌘) + (1� ✏)�(t)) dt+

Z +1

✓̃
(��(t� ⌘) + (1� ✏)�(t) + ✏) dt.

Taking the derivative of the objective function w.r.t. ⌘, we get

dL

d⌘
=

Z ✓̃

�1

�(t� ⌘) dt+

Z +1

✓̃
�(t� ⌘) dt > 0,

where � is the density of the standard Gaussian distribution.

Case 2: ✓̃ � ⌧(⌘)

Decompose (40) into three terms:

L =

Z ⌧(⌘)

�1

+

Z ✓̃

⌧(⌘)
+

Z +1

✓̃

����(t� ⌘)� (1� ✏)�(t)� ✏1t�✓̃

��� dt

=

Z ⌧

�1

��(t� ⌘) + (1� ✏)�(t) dt+

Z ✓̃

⌧
�(t� ⌘)� (1� ✏)�(t) dt+

Z +1

✓̃
��(t� ⌘) + (1� ✏)�(t) + ✏ dt.

Taking the derivative of the objective function w.r.t. ⌘, we get

dL

d⌘
=

Z ⌧(⌘)

�1

�(t� ⌘) dt�

Z ✓̃

⌧(⌘)
�(t� ⌘) dt+

Z +1

✓̃
�(t� ⌘) dt

>

Z ⌧(⌘)�⌘

�1

�(t) dt�

Z +1

⌧(⌘)�⌘
�(t) dt

> 0,

where we recall that ⌧(⌘)� ⌘ > 0.

To sum up, in both cases dL
d⌘ is positive, thus any ⌘ > ⌘0 cannot be the solution to (40). Lastly, we roughly

estimate ⌘0.

lim
✏!0

⌘0

✏
= lim

✏!0

��1
⇣

1
2(1�✏)

⌘

✏
= lim

✏!0

1

�

⇣
��1

⇣
1

2(1�✏)

⌘⌘ ·
1

2
=

r
⇡

2
.
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Therefore, when ✏ is su�ciently small, ⌘? behaves like a linear function of ✏, i.e. |✓̂ � ✓|  ⌘0 . ✏.

For the lower bound, consider a contamination �✓̃ with ✓̃ ! +1. We prove that any ⌘ < ⌘0, cannot be the
solution either. Decompose L into three terms:

L =

Z ⌧(⌘)

�1

+

Z ✓̃

⌧(⌘)
+

Z +1

✓̃

����(t� ⌘)� (1� ✏)�(t)� ✏1t�✓̃

��� dt.

Taking the derivative of the objective function w.r.t. ⌘, we get

dL

d⌘
=

Z ⌧(⌘)

�1

�(t� ⌘) dt�

Z ✓̃

⌧(⌘)
�(t� ⌘) dt+

Z +1

✓̃
�(t� ⌘) dt

=

Z ⌧(⌘)�⌘

�1

�(t) dt�

Z 0

⌧(⌘)�⌘
�(t) dt�

Z ✓̃�⌘

0
�(t) dt+

Z +1

✓̃�⌘
�(t� ⌘) dt.

As ✓̃ goes to infinity, the forth term goes to zero, and the third term will become larger than the first term (recall
that ⌧(⌘)� ⌘ < 0 since ⌘ < ⌘0). Thus

lim
✓̃!+1

dL

d⌘
= �

Z 0

⌧(⌘)�⌘
�(t) dt < 0,

which indicates that any ⌘ < ⌘0 cannot be the solution, i.e. |✓̂ � ✓| � ⌘0 & ✏.

F Adaptation

Theorem 5. Assuming that  .
p p

n + ✏  c for some su�ciently small constant c, with probability at least
1� �, the estimator defined in (20) satisfies

k✓̂n � ✓k .
r

s log ep
s

n
_ ✏+

r
log 1/�

n
. (21)

Proof. The proof follows the same idea in the proof of Theorem 1. The only di↵erence is that in the sparse
setting, we can use Lemma 5 to get a better sample complexity.

First, by Lemma 5 and following similar steps to the proof of Theorem 1, we can show that

DV(N (✓, Ip),N (✓̂, Ip) . ✏Lg + Lg

r
s log ep

s

n
+ Lg

r
log 1/�

n

holds with probability at least 1� �. Next, we can prove the following improved bound of the Euclidean distance
in a similar way to Theorem 1:

k✓̂ � ✓k  sup
kuk02s

���uT
⇣
✓ � ✓̂

⌘���

 DV(N (✓, Ip),N (✓̂, Ip)

. ✏+

r
s log ep

s

n
+

r
log 1/�

n
,

whenever  and ✏+
q

s log ep
s

n is su�ciently small, which finishes the proof.

Theorem 6. Let ⇥ = {✓ 2 Rp : k✓k0  s} and P✓ = N (✓, Ip). There exist absolute constants c1 and c2, such

that for any estimator ✓̂,

sup
✓2⇥

sup
Q2Q✓

Q

 
k✓̂ � ✓k � c1

 r
s log ep/s

n
_ ✏

!!
� c2.
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Proof. When ✏ = 0, it is well known that there exist absolute constants c1 and c2 such that

inf
✓̂

sup
✓2⇥

P✓

✓
k✓̂ � ✓k

2
� c1 ·

s log ep/s

n

◆
� c2.

In addition, the modulus of continuity for sparse Gaussian mean estimation is

!(✏,⇥) = sup

⇢
k✓1 � ✓2k

2 : TV(N (✓1, Ip),N (✓2, Ip)) 
✏

1� ✏
, ✓1, ✓2 2 ⇥

�

& ✏
2
.

Thus, by Chen et al. (2018, Theorem 5.1)

inf
✓̂

sup
✓2⇥,Q

E(1�✏)P✓+✏Qk✓̂ � ✓k
2 &s log ep/s

n
_ !(✏,⇥)

&s log ep/s

n
_ ✏

2

Theorem 7. Let ✓̂n be the estimator defined in (22). Assuming that  .
p p

n + ✏  c for some su�ciently small
constant c, then with probability at least 1� �,

k✓̂n � ✓k .
r

p

n
_ ✏+

r
log 1/�

n
.

Proof. Follow in the similar argument as the proof of Theorem 1, we can show that

sup
V 2V

EN (✓,⌃)g(V (X))�E
N (✓̂,⌃̂)f

?(g(V (X))) . 4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n

holds with probability at least 1 � 2�. Pick w1 = , wj = 0 for j > 1, u1 = u
p

u>⌃u
, where kuk = 1, and

b1 = �u
>

1 ✓̂. We have

sup
kuk=1

Ex⇠N (✓,⌃)g

✓
�

✓
1

p

u>⌃u
u
>

⇣
x� ✓̂

⌘◆◆
�Ex⇠N (✓̂,⌃̂)f

?
� g

✓
�

✓
1

p

u>⌃u
u
>

⇣
x� ✓̂

⌘◆◆

= sup
kuk=1

Ez⇠N (0,1)g

✓
�

✓
z +

1
p

u>⌃u
(✓ � ✓̂)

◆◆
�Ez⇠N (0,1)f

?
� g

 
�

 p
u>⌃̂u

p

u>⌃u
z

!!

4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n

Define

 ⇠(t) = Ez⇠N (0,1)g

✓
t�

✓
z +

1
p

u>⌃u
(✓ � ✓̂)

◆◆
�Ez⇠N (0,1)f

?
� g

 
t�

 p
u>⌃̂u

p

u>⌃u
z

!!
.

Then with probability at least 1� 2�, we have

�u>(✓�✓̂)(t) . 4✏Lg + 4Lg

r
p

n
+ 4Lg

r
log 1/�

n
.

By subgradient inequality of  ⇠(t) +M()2, we have

�⇠() +M()2 � �
0

⇠(0),
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where M() is the bound on the second order derivative of � in [0,] and  ⇠(0) = 0 by a similar argument as

the proof of Theorem 1. Next, we upper bound k✓̂ � ✓k using �0⇠(0). A simple observation is that

Ez⇠N (0,1)�(z) = Ez⇠N (0,1)�

 p
u>⌃̂u

p

u>⌃u
z

!
=

1

2
.

Thus (recall that @f?(g(0)) = 1)

�
0

⇠(0) = Ez⇠N (0,1)g
0(0)�

✓
z +

1
p

u>⌃u
⇠

◆
�Ez⇠N (0,1)g

0(0)�

 p
u>⌃̂u

p

u>⌃u
z

!

= Ez⇠N (0,1)


g
0(0)�

✓
z +

1
p

u>⌃u
⇠

◆
�Ez⇠N (0,1)g

0(0)� (z)

�
,

which is exactly  0
⇠

p
u>⌃u

(0) defined in the proof of Theorem 1. Thus, following the same argument, we have

k✓̂ � ✓k
p

u>⌃u
. ✏+

r
p

n
+

r
log 1/�

n
,

whenever  .
p p

n + ✏ and
p p

n + ✏ is su�ciently small. Finally, notice that
p

u>⌃u is upper bounded by some
constant since ⌃ has bounded spectral norm, which finishes the proof.
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