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An Inherent Difficulty

How do we make sense of the stochastic differential equation?

dXt = ft(Xt) dt ‘|— Gt(Xt) dBt
e Brownian motion is nowhere differentiable: dB; does not exist!

® [nterpret as an integral:

T T
XT = XO T / ft(Xt) dt = / Gt(Xt) dBt
0 0

— the 1st integral is the familiar one (Riemann or Lebesgue)

— the 2nd integral?



“There are in this world optimists who feel that any symbol that starts off
with an integral sign must necessarily denote something that will have every
property that they should like an integral to possess. This of course is quite
annoying to us rigorous mathematicians; what is even more annoying is that
by doing so they often come up with the right answer.”

E. J. McShane. Bulletin of the American Mathematical Society, vol. 69 (1963), pp. 597-627.


https://en.wikipedia.org/wiki/Edward_J._McShane
https://www.ams.org/journals/bull/1963-69-05/S0002-9904-1963-10964-7

What Is An Integral Anyway?

T
/ G(X;) dBy
(0]

Integrand: G;(X;), living in some space

Integrator: B;, living in some possibly different space

An integral is simply that an integrand and an integrator

— often also written as a dual pairing (G(X); B)

We have yet to specify the pairing, i.e., integral



What Makes An Integral Useful?

® The properties that it enjoys, ideally conform to our “intuition” or tradition

® e.g., a bilinear form of integrand and integrator:
- [(af +Bg)dB=a [ fdB+ 3 [ gdB, ie., (af + Bg;B) = a(f; B) + 5 (g; B)
- [fd(eB+ M) =a [ fdB+ B[ fdM, ie, (f;aB+ M) = a(f;B) + B (f; M)
® c.g., some continuity w.r.t. integrand and integrator
e Generality: can accommodate a large class of integrands and integrators
e Change of variable formula

® Possible to compute numerically, at least approximately



Wiener Integral

® let g:[0,7] — R be of bounded variation (e.g., continuously differentiable)

® 9(0) =g(T)=0

. the integral through integration by parts:

[ stra8=- [ Biaty

— the rhs exists if ¢t — By is continuous, a.k.a.

® For more general g, apply approximation and define [ gdB = lim,_,, [ g, dB

What about [ B, dB;?


https://en.wikipedia.org/wiki/Riemann-Stieltjes_integral

A Conundrum

® let0=tg<ti < ---<t, < il = 1, with O = maXo<k<n ’tk+1 = tkl — 0
o let 7 := (1 — Nty + Agqq for some A € [0, 1]

® Riemann-Stieltjes approximation of fol B, dB;:

R:= R(6,,\) = ZBW B.., — Bt
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Quadratic Variation

[td's integral
Stratonovich's integral



How to Build Things?

Start with very simple primitives, e.g., a rectangle
— for an interval (a,b] let p(a,b] =b—a

— for any n, Xy, Xy,, ..., X, exists

Extend by “obvious’ desires, e.g., by linearity

Extend by less “obvious” desires, e.g., by some form of continuity

Extend by more technical means



Building It6's Integral

® Recall that X; = X(¢,w) is a function of two variables
® Indicator: X(t,w) = 1 (t) - 1a(w) for some A C Q
— A can only depend on {B; : ¢t € [0,¢]}, i.e., A € F. (information up to time )
- [X;dB; :=[B; — B(] - 14 is a function of w but not ¢ (integrated out)
— linear in the integrator
e Also want linearity in the integrand
= for X(t,w) = > 1 crlice,m] - 14k JX¢dBy = >, ck[Br, — B, ] - 14,

— indeed well-defined

9/28



Approximation

o (non-anticipating): X; € F; = 0({Bs : 0 < s < t}), information up to ¢

® |eft continuous (l.c.): ¢ — X, is continuous from the left

X? = X([t?n"‘_l)/?n = Zxk/gn [[k?/?n <t< (k? T+ 1)/2”]]
k=0

— can approximate Xy on (w) & Y, 5014, (W), A; :={(i — 1)/2™ < Xjjon < i/27}

10/28



|sometry

Recall X(t,w) : Ry x 2 = R

Define the Doléans measure A = \g2 as follows:

M(s,t] X 14} 1= E[(B? — B?)L,] = E[(B, — B,)"14]
=(t—s) - pu(A) = (Lebesgue x p){(s,t] x 14}

— i.e., A = A\gz = Lebesgue x u
Can now treat X(t,w) as a r.v. from L2(R, x ©,P,)) to R
The integral [ X;dB; is a linear map that sends X € £2(R; x Q,\) to L2(, 1)

2

Xm0 = | [ %o B
L2(Q,p)




For X(t,w) = > 1 Li.m] (t) - Yi(w), where Y;, € F,, we have

/XtdBt =Y [B,, —B.]-Yi

k

P = [ (3 L) =3 [ 1000 ¥ D)
k
_ZE Tk_ Yk}




Xn (t, CU) LQ()‘)

~

X(t,w)

1sometry de f

- ~

[Xn(t,w)dB, — 2%y [X(t,w) dB,




Calculus of 1t6's Integral

® Linear in integrand (and integrator)

® Zero mean (as some kind of average of Brownian motion):

B ([ x)d8) = [ | [ %648 duw) =0

® [sometry, and hence continuity



From Definite to Indefinite

For any (left) continuous and bounded X;, obtain

t
Mt:/ deBT:/1(0,t](7)-deBT,
0

e |f t — X, is continuous, so is t — M,

MO = 0, E[Mt] = O, Mt G.Ft

[IX,dB, = [[X,dB, — [; X, dB,

E[M| F] = E[(M; — My) + My|F] = My, a

E[M2 — M2] = E[M, — M,]2
t s



The Power of Abstraction

We have in fact defined the integral

/Zt dM,

e If ¢t — Z; is (left) continuous and adapted

e If M, is a (continuous) martingale

t t
/XZdB:/ZdM
0 0

t
where Mt:/ XdB
0




“There are in this world optimists who feel that any symbol that starts off
with an integral sign must necessarily denote something that will have every
property that they should like an integral to possess. This of course is quite
annoying to us rigorous mathematicians; what is even more annoying is that
by doing so they often come up with the right answer.”

E. J. McShane. Bulletin of the American Mathematical Society, vol. 69 (1963), pp. 597-627.


https://en.wikipedia.org/wiki/Edward_J._McShane
https://www.ams.org/journals/bull/1963-69-05/S0002-9904-1963-10964-7

Quadratic Variation, again

n

S? = Z[Mtk+1 - Mtk]2

k=0

0=ty <ty <--+<t, <tyy =t a partition of [0, ]

M; is a continuous martingale (e.g., Brownian motion)

As (Sn = maxy tg+1 — g — 0,

t
533—>[|v|]t::|\/|;%—2/ MdM — M
0

For Brownian motion, [B]; =t

Quadratic variation [M]; is , continuous with [M]y =0



Another Integral

/0 X, M),

® Essentially a conditional measure of the Doléans measure

® Fix w, reduce to

Az (dt, dw) = p(dw) - [M](dt, w)

® [or Brownian motion:

A(dt, dw) = pu(dw) x Lebesgue(dt), [B](dt,w) = dt

/ X2(t,w) dA(dt, dw) = / ( / X2(t,w)d[M]t) dpe(dw)



https://en.wikipedia.org/wiki/Riemann-Stieltjes_integral

1t6's Formula

f(Mg, Vi) — f (Mg, Vo) /fx (Mg, Vs) dM; /fy (Ms, V) dVs + /f:c:(: (My, Vs)

® M, is a continuous martingale, e.g., Brownian motion
® \/, is continuously differentiable in ¢
® Continuous partial derivatives f;, f,, fzo exist

® Recall that for Brownian motion, [B]; =t



f<Mt7Vt)_f(M07V0) - Z[f(Mtk+17Vtk+1)_f(Mtk+17Vtk) + f(Mtk+17Vtk)_f(Mtk7Vtk)]
k

~ Z fy(Mtk7Vtk)AVtk+f$(Mtk7Vtk)AMtk—i_%fmI(Mtk?Vtk)<AMtk>2
k

As §,, := maxy, ;11 — tp — 0, apply continuity to obtain the limit:

/ £,(My,V,) 4V, + / £.(M,, V) dM, + / Fra(M, V) d[M],
0 0 0



From Integral to Differential

df (Mg, V) = fo(Mg, V) dM; + fy (M, Vi) dVy + L f1.(My, V) d[M],

® Recall also

t ¢ ¢
/ XZ dB :/ ZdM where M, :/ XdB
0 0 0

® Rewritten in terms of differential

ZdM = XZdB where dM = XdB
o Let (X;M) := [ XdM, then

[(X; M)] = (X?; [M])




Example

dX =Fdt + GdM,
Derive the differential of f(X,?):

df(X,t) = fu(X, ) AX + f,(X,t) dt + 5 fau (X, 1) A[X],
= (X, )[Fdt + GAM,] + £, (X, ¢) dt + 3 .. (X, 1) G d[M],
= [fx(x7 t) -F + fy(x7 t)] dt + [fx(xv t) : G] th + %fzx(xa t)G2 d[M]t

For the Brownian motion, we have

df(X,t) = [fo(X, ) - F+ f,(X,t) + 3 faa(X, 1) - G*] dt + [fu(X, 1) - G] M,

* Rule of thumb: (dt)?> = 0,dtdB, = 0, (dB,)? = dt, dB,dB, = 0



More Examples

d(B7") = mB" ' dB, + (7;) B2 dt
® For m = 2, d(B?) = 2Bt dBt aF dt
d (exp()\Bt - %)) — Xexp(AB, — 2t) dB,

o let Y, =exp(AB; — ’\72'5) then
dYt = AYt dBt, Y() = 1



Score Matching

F(p|lq) := 1Exwq||0x log p(X) — O log ¢(X)|2
= Ex~q [5/Is,(X) |13 + (O, 8p(X)) + 5 Is4(X)][3]
~ Exq [2]8,(X)]12 + (Ox, 5p(X))]

e Under mild conditions, F(p|l¢) =0 <= pxgq
® A Convenient way to estimate the score s, and hence the density ¢

® The model score function s, can be chosen as any NN

A. Hyvirinen. . Journal of Machine Learning Research, vol. 6, no. 24
(2005), pp. 695-709.


http://jmlr.org/papers/v6/hyvarinen05a.html

Score Matching for Exponential Family

min By [3]ls(X; 0)3 + (0x,5(X; )]

e |f the model density p is in the exponential family:
s(x;0) = 0x (T(x),0) = [0xT(x)] 0
(O, 8(x; ) = (0x, O (T(x), 8)) = (5T (x),0)
e Can solve 0 in closed-form by simply setting the derivative w.r.t. 6 to O:
0 = —{Fxg 0T ()] T[0T ()]} - Fxeg 02T ()
e For multivariate Gaussian, 8 = (S, 5 '), T(x) = (—ixx', x) and

0 o1 _ _
min B 4157 x - )l - tx(S™)



Denoising Auto-Encoder

® Suppose also have a latent variable Z with joint density ¢(x, z)

® Exchage differentiation with integration we obtain:

F(plla) := 5Ex~ql|0x log p(X) — dx log q(X) |3
= 3Ex2)~qlllsp(X) — Oxlog ¢(X|Z)[I3 + [|sq(X)[13 — [|0x log ¢(X|Z)][3]
~ 3Ex2)~qlI85(X) — Ox log q(X|Z) |13

o Useful when the conditional density 0y log ¢(X|Z) is easy to obtain

P. Vincent. . Neural Computation, vol. 23, no. 7 (2011),
pp. 1661-1674.


https://doi.org/10.1162/NECO_a_00142




