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A class of perceptrons distinguished from existing perceptrons by the method of learing is con-
sidered. The block diagram of the perceptron is given and the learning method described in

detail. The operating algorithms of various classes of perceptrons are compared with the theory
of pattern recognition based on generalized portraits,

1, Introduction

In 1957 a group of American scientists under the leadership of Rosenblatt proposed a perceiving machine scheme
which was named perceptron,

The basic considerations for the scheme were that the receptor field switching and the neurons of living or-
ganisms cannot be strictly determined, since this would lead, in the first place, to unreliability of the system, and,
in the second place, to the need for transmitting a great quantity of genetic information,

Many perceptron schemes have been described in the literature since 1957. The basic aspect of all perceptrons

has been that the switching of the receptor field and the neurons was random. The block diagram of the perceptron
is given in Fig. 1.

The second part of the perceptron, connected with the recognition and learning block has been solved in various
ways by different authors,

Thus different perceptron reward schemes were sought, for altering the weights with which the excitations of
individual neurons were summed. The learning methods previously proposed for perceptrons did not guarantee that
the weights Xy, .., A, permitting patterns to be recognized, would be found if they existed. The method proposed
in the present article gives this guarantee. The principle of the perceptron is founded on the axiomatic work 11
In[1] a recognition and distinction scheme was described, connected with finding a generalized portrait and a recog-
nition threshold, It was proposed that the machine be given a set of images of the set of objects on the unit sphere
in Hilbert space, which is strictly defined for a given machine. It was shown that assignment of the set U is equiv-
alent to the assignment of a single image

F= Cl.ﬂf'dj_@f:z?)fz@ e @Gng{nv

where ¢ is a constant, F; an image. The vector ¢, the generalized portrait of the pattern, was to be found.

After development of the generalized portraits of the homogeneous system w{. . in <p,€ (the upper index gives
the number of the homogeneous system) and the corresponding recognition thresholds cf, . . . , ¢, the distinction
Problem is defined in terms of finding the vector gof for which among the numbers ((pll F) i s (qaflf) the number
@if) be maximum (f is the unit vector in the space, corresponding to the object presented),

The problem of recognition consisted in determining the existence of and finding the vector gp% for which
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Analyzing the perceptrons in the literature, it is easily remarked that they can be classified ip WO types,
recognizing and distinguishing perceptrons.
on of type Mark-1[2] can be classed as a perceptron of the recognizing type, although

Thus the perceptr :
operation was described by the authors in the distinction regime.

Each R-element of a perceptron realizes the operation
Ri=0 [Zlkixk = 0] .
k

It divides the set of objects into two classes; in the first are objects for which Rj = 1, in the second those for
which R; = 0. Objects belonging to the first pattern should be placed in the first class, those which belong to the

second pattern, in the second class:

(X ¢) >0, if X is an element of the first pattern,
(X" @) <0, if X" is an element of the second pattemn,

- .Tr.us mode of operation of a perceptron can be interpreted as the recognition of the first class of object. And
since it is known that an object of the first or second class will be presented a recognized object is assigned to e
first class, an unrecognized one to the second.

h .
ndex ;I‘f :hze:::f;ron? described by V. M. Glushkov [3] operate in the distinction regime. In these perceptrors the
' ¢ was found for which (y; f) was the largest of the numbers (¢y f), « » « » (¥nf)

The class of perce i is-
. ptrons described in . X .o in the dis
tinction regimes, the present article can operate both in the recognition and in
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summation was carried out each time over a|

1.0, +1. the «j, and the Tij

calues were taken at random from the possible

In [5] the imaging proposed was

Yi = sgn [2 Tijx; — 2 ZkiYyp — 0]] .
k

Technically imaging is realized by the connection of a certain random
oint, a neuron, T]he signal of the degree of excitation of the ith receptor is received with the sign plus or minus
in dependence on the rjj. The neu.ron has a threshold of excitation 6j: the output of the neuron has the value 0 or’ 1
depeﬂdmg on whether the sum of signals arriving at the neuron exceeds the threshold 6. or not
i 4

set of receptors to a single summing

In [h? I.:erc?pt;lon’ class' Proposed here any of the above imagings can be used, The most convenient, in the
authors’ opinion, ist eimaging where together with all the values of yi» there participate the values yj. In this case
the vectors Y(Y1o « « « + Yns V1o o o 0, Yn) have a single norm.,

3, Block Diagram and Principle of Operation

The block diagram of the proposed class of perceptrons is given in Fig, 2, We find there: the receptor field
RF, the neuron field NF, the connection field between them, the unit for calculating the scalar product with the
generalized portrait and for comparison with the recognition threshold SPC, the memory M, the leaming unit L
and the control system C,

The first four units are the usual parts of a perceptron, They are present in all known perceptron designs, The
| unit for calculation of the scalar product with the generalized portrait is usually the R-cell, and the generalized
| portrait itself is the vector composed of the amplification coefficients,

This class of perceptrons is distinguished mainly by its learning principle and the learning unit. The learning
unit will be described in detail below, In case of an incorrect response during operation, the vector corresponding
to the unrecognized object is sent to the memory and the learning unit, and is utilized to correct the generalized
portrait, The control unit realizes this function as well as the coordination of the machine.

The machine can operate in three regimes: learning, recognition, and distinction, These regimes are de-
scribed in detail below,

4. Learning Regime. Calculation of the Generalized Portrait

‘ The generalized portrait is calculated by successive approximations. Each approximation is calculated on the
| basis of a finite number of objects of a given pattemn presented to the machine, and a finite number of objects of

| other patterns of the same system of homogeneous patterns (a total of n objects). We denote the set of vectors cor-

‘ responding to the presented objects of a given
pattern by K;, and the set of vectors corresponding
to the objects presented of the other patterns by K,.

A r—="
| N,/ ! |_RESpOnst The approximation for the generalized por-
< |NF |4 spC —i LU . : . e
Y L trait should satisfy the following condition:
W\ - ——
(Xp) > (Yo) (¢)
M (where X €K;, YEK,, ¢ is the approximate gen-
eralized portrait) or,
Xp)ze, (Yo)<o
L H— C M where c is a constant.
L______,_—_—rd Among all the vectors satisfying condition
(1) we find a unit vector ¢ = ¢ such that the

function C (p) = min (X, @) attains a maxi-
XeK,

Fig. 2. J
B mum, we term it the optimal approximation,
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Similarly it is found
that all By, =0
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© space Ey is found, such that 0 < | X; 10nalllfy E such that for each vector X; in the space Ey a vectorXi 2
i — i e, a r 3 1 :
Xi| < e, and the system X/ is linearly independent.

For the system X;
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p:’) = Zaixl -'— 2 ﬁkYk;

oy (1’;, Xi) =a, since oy = 0, or (1’;X1) =1;

Bi (PoYy) = Py since Py =0, or (PoYR) = 1;

a; (P1X3) > o, B (P1Yk) = Piy since
(Prz)) > 1 and o >0, (P1Y}) < 1 and By << 0

1P = (Po 2} (i +Bi¥ ) = Do+ i

(PoPy) > Do+ 2 Bis | Poit < (PoPY).
similarly

| P1 [P < (PoPY),
whence

p, =P,
This demonstrates the uniqueness of the vector satisfying conditions (3) and the validity of proposition 3.

Propositions 1 and 2 prove the existence of a vector satisfying conditions (2). But since C(gg) > 0, then it is
obvious that there always exists a vector satisfying conditions (3).

We now consider the following system of differential equations:

l n
d
% = — e + Fy (1 — 2 kg — 2’&;35) 1<i<y,
1 I+1
dB 1 n
—=—¢Bi+ Fy (1—2’€i5¢5—27fi:‘95) C+H1<i<n), ()
1 141

where the kij are pairwise scalar products of vectors from K,|JK,, where the number the vectors in K from 1 to
1, and those from K, from 7 +1 on. The functions

0 for CC<0,
Fiw={; mosS0,

z for z <0,
Fz(w)={0 for :z:\>\0.

The conditions for equilibrium of the system as g0 are expressed in the form

l n
o > 0and 2 Fijts - 12 ks = 14
1 +1

1<i<
or
4 n
=10 andzlj Fyjo; + E ki > 13
l i 1
kyot; + 2 K =
ﬁi<03nd21} 1§ =l ST

1017

Scanned by CamScanner



¥ a,

N : i =

| |

X " u—[:J:_j_—-‘ -

N R 22 =T 'y
& &1\%‘ %;"2&_&-- - ’J“u
R

|

- C

|

| |

l |
NN e
| : |
l%____i%_;..,éx_&_:k_%;_&__nj.{ ST M EI
l :

|

|

|

!

- —C,}_]: e *
K Kiein I\@’ '(/n ' ':
e =y
( | * :
e e |
Fig, 3.
or
l n
Bi =0 and D) kot + 2 FePy < 1.
1 +1
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e 3 hod, The generalized portrait is found by the above-de-
n the memoty, and of the vectors presented for learning only

nt i . .
), Further leaming of the give 0 the g'enerallzed portrait with nonzero coefficients (extrem= vec-
tors). glven pattem must be carried out during learning of other patterns. At each presenta-

tion it 1s vezctl'lf;lievzll:::gherljlf:f obj ect.is correctly recognized by the generalized portrait or not, The scalar product
should exce old if the object belongs to the given pattern, and should not exceed it if the presented
object belongs to another pattern of the system [F ()] of homogeneous patterns

scribed method. The generalizeq portrait is sto
those are retained in the memory which enter i

In case of error the operator introduces inté the machine the signal "error,"
incorrectly recognized object is placed in the memory with indication of membe.rsh
object in a given pattern. The leaming block further calculates the extended matri
column corresponding to the new vector are added) and the new approximate gener
calculated. Their values are transferred to memory and simultaneously those vect
enter into the new generalized portrait with zero coefficients,

The vector corresponding to the

ip or nonmembership of the

x of scalar products (a row and
alized portrait and threshold are

ors are removed from memory which

Learning is continued until the probability of error is reduced to a prescribed value., Learning can be continued
even further, during the recognition phase of the machine's operation, but now it will be necessary to store not only
the generalized portraits and the thresholds, but also the system of extreme vectors composing the generalized por-
trait by their linear combination (to form the extended scalar product matrix),

5. Recognition Regime

During recognition a system of homogeneous patterns is shown to the machine and an object is shown. The
machine should assign it to one of the patterns or decide that it does not belong to any of them. The machine forms
the scalar product of the vector corresponding to the object shown with each of the generalized portraits of the given
system of homogeneous patteriis and compares them with the thresholds, Further a logical treatment of the obtained
data occurs; if none or more than one scalar product has exceeded its threshold, the object does not belong to any
of the patterns: if only a single product (X ¢4) has exceeded its threshold, then the object belongs to the corre-
sponding pattern,

In this method the object has to be compared with all of the generalized portraits of the system (n comparisons).

6. Distinction Regime

In distinction as well a system of homogeneous patterns is shown to the machine, and an object is presented,
but it is further assumed that the object definitely belongs to one of the patterns of the system,

In distinction the operation of the machine differs from that in recognition only in the following two points.

There is no logical treatment required of the post-threshold data, since it is certain that one and only one
scalar product exceeds its threshold.

A method of operation is also possible without threshold comparisons, The generalized portraits are nor-
malized so that the thresholds are equal. Then that generalized portrait ¢; for which the maximum (¢yX) is ob-

tained corresponds to the required pattem.
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