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INTRODUCTION 

This monograph is a collection of some results, published previously but mostly 

without detailed proofs, of investigations in the theory of probability distributions. 

Of the three chapters making up this book, the first contains only auxiliary informa-

ti
. The division of the whole content into two chapters (II and III) corresponds to on. 
the two main themes of the investigations. The second and third chapters have in 

common the geometric character of the problems studied and the related definite 

unity of methods, although in content these chapters are formally independent of 

each other. A study of the measure of a solid angle in a Hilbert space occupies one 

of the central places in the second chapter, which deals with the properties of sample 

functions of random processes; the problem of the properties of the sample functions 

is studied in terms of the geometry of a certain subset of the Hilbert space determined 

by the random process and the relevant property of the realization. On the other 

hand, the basic theorem of the third chapter, whose proof makes up the content of 
§10, can be naturally stated as a result on the extreme points of the infinite-dimen­

sional analogue of the so-called "Hungarian polyhedron" determined by specifying 
the marginal distributions of two statistics ( two measurable decompositions) and con­
sisting of all the measures having the given marginal distributions. The remaining sec­

tions of the third chapter are closely related in substance to this result or are directly 
based on it. 

The first area of probability theory in which the methods of functional analysis 
received a wide application, beginning with the work of Kolmogorov [ 61] -[ 64] and 

Cramer [20), was the theory of stationary random processes, where the spectral de-
com · · . . 

position of the one-parameter group of linear operators associated with the process 

becomes a fundamental tool of investigation. Later, Karhunen (54] introduced into 

USe by tbe specialists in probability theory the spectral decomposition of the integral 

operator whose kernel is the correlation function of the random process. 

b 
It should be mentioned however that although the possibility of regarding an 

ar it ' ' ' 
rary random process as a probability measure in a space of functions on the para-

meter set a th 
te ppeared from the time of the proof of Kolmogorov's theorem on e ex-

ndibili . . 
d ty of a compatible system of finite-dimensional distributions to a measure, the 

a vantage of . cle subsequently carrying through this point of view became sufficiently 
:ar only in the S0's, when a further widening of the area of application of the meth· 

of f uncr al H · · bn . ion analysis in the theory of random processes took place. ere it Is 
Possible n t t . , h [24] c:jaU O O mention the appearance in 1953 of Doob s monograp , espe-

. Y the ori · f " G l' c: d [34] gm O the concept of a "generalized random process (I. M. e ian , 

1 
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l35l ; K. Ito 143)) and lhc systematic investigation ~f functionaJ-analytic methods in 
lho question of convergence of probability measures m separable metric and, in parti­
culur, in normed linear spaces, with application of the general results obtained to the 
study of convergence of random processes (Ju. V. ,Prohorov [86] ). One of the irn. 

porl.ant problems that presented itsel'. to both Gel '.and an~ Pro~orov, and to their 

d t S the Problem of a critenon for the existence m a linear space (in pa t· stu en s, wa r 1-

cular, in 8 normed linear space) of a measure generating a given system of compatible 
nnitc-dimcnsionaJ distributions (i.e., having a given positive definite functional as its 

characteristic functional). 
R. A. Minlos [76], [77] and V. Sazonov [103], independently of each other 

and in different terms, established criteria for a I Hilbert space (Sazonov, using the re­
sults of [86]) and for the space dual to a nuclear countably normed space (Minlos, 
after proving a conjecture of Gel'fand). The connection of the theorems of Minlos 
and Sazonov and their equivalence was observed by Kolmogorov [67] (see also [15]). 
It later bacame clear (Sudakov [115]) that for certain separable Banach spaces a cri­
terion for the existence of a measure with a given characteristic functional cannot in 
principle be formulated in terms of the continuity (as in Sazonov's theorem) of this 
characteristic f unctionaJ in some topology determined by the space under consideration. 
However, for Gaussian measures it was shown in [15] that such a critical topology 
always exists, though it has not been described in the non-Hilbert case (except in cer­
tain particular cases, for example, for the /P spaces). It was not clear in terms of 
which mutuaJ characteristics of the Banach space and the correlation operator deter­
mining the Gaussian weak distribution one should solve the problem of extension of 
a weak distribution to a measure; at the same time, the complete solution of the prob­
lem for the Hilbert case, given by the Minlos-Sazonov theorem, did not yield suffi­
ciently nice necessary or sufficient conditions for such concrete Banach spaces as 
spaces of bounded or continuous functions. 

The idea of using e-entropy characteristics here is due independently to several 
authors. At the 1966 International Congress of Mathematicians in Moscow the present 
author presented conditions for extendibility of a Gaussian weak distribution to a 
measure in a space E dual to some separable Banach space F, expressed in terms of 
the <:-entropy of the unit ball VF C F with respect to the Hilbert norm generated by 
the correlation operator. It turned out that the condition p(V F) :9' 2 is necessary, and 
the condition p(VF) < 2 is sufficient for the extendibility of a Gaussian weak distri• 
bution to a measure in E, i.e. for the boundedness of the supremum of the set of 
Gaussian variables VF (p(A) is the entropy index). However, as was then remarked, 
necessary and sufficient conditions for the extendibility of a Gaussian weak distribu· 
tion to a measure in an arbitrary ( or even an arbitrary separable or the dual of a sepa· 
rable) Banach space cannot be formulated in terms of e-entropy. 

In I 967, independently of this, R. M. Dudley published an article [25] in which 
he proved that the condition J0 (H v F(e)) 112 de < oo, where HA (e) is the e-entropY of 
the set A (weaker than the condition p(VF) < 2, but, of course, more restrictive than 
the condition P( VF) < 2), ensures the boundedness of the supremum of the set K of 
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. variables and even the continui ty with probability t of the realizations ( ) 
Gaussian . . . . x w , 
x EK. of the Gaussian process ~ the relati ve (1-Wbert) metri~ of the "pa rameter " set 

ded as a subset of the Hilbert space of all rand om vanables with varianc A K regar . e. t 
tl;e same time Dudley stat ed as a c~nJe~ture the assertion {already proved at that 

wne) that the condition p(K) > 2 unplies the unboundedness of the paths with prob­

ability I. What was fund~ent3:11y new in Dudley 's work was the study of the conti ­

nuity of the sample functions with respect to the topology on K (with regard to the 

f USing €-entropy Dudley refers to V. Strassen). 
idea o 

As was subsequently observed ( [ 121] , [ I 25]) , our method enables us in a 

completely uniform way to get , _besides necessary conditions (which were not the aim 

of Dudley's method) , also sufficient conditions. later , Dudley [26] improved the nec­

essarY (for the continuity of realizations) condition p(K) < 2, proving that the condi­

tion lim supf➔o ? In N(K, E) < 00 is necessary for the boundedness of realizations 

(N(K, €) is the cardinality of a smallest E-net). Our method allowed us [13 I] to 

sharpen somewhat the result and to show that for continuity it is necessary that the 

condition lirn sup E
2 

1n N(K, E) = 0 holds (Dudley had remarked earber that this condi­

tion was satisfied in all the examples considered by him). By the same token, neces­

sary conditions for boundedness and continuity of the paths of Gaussian processes 

were separated for the first time in the language of €-entropy. 

Femique proved recently [32] that Dudley's €-entropy sufficient condition is 

also necessary in the class of stationary Gaussian processes; the €-entropy methods had 

thereby led to a solution of an old problem in the theory of Gaussian processes . Jain 

and Marcus [44] then succeeded in completely ellininating mention of E-nets in the 

stationary case, expressing the €-entropy of the corresponding spiral in terms of the 

monotone rearrangement of the covariance function of the process and reformulating 

the Dudley-Femique condition in this language . The continuity criteria based on the 

use of Hmtropy enable one, in particular, to re-prove all the continuity conditions for 

Gaussian processes that have appeared up to this point. The same can be said also 

about the €-entropy conditions for discontinuity of paths . The €-entropy conditions 

for boundedness and continuity of realizations of a Gaussian process xt, t E T, are 

fonnulated in terms of the metric on the parameter set T given by the formula d(t, s) 

== (2(l - B(s, t))) 112 , where s, t E T, and B(s, t) is the correlation function of the pro­

~ (assumed to be standardized). However [121], it can be shown that any Banach 

space E with a countable total set of linear functionals on it is contained in the set of 

all linear forms on F that are bounded on VF• and contains the set of all linear forms 
0
~ F that are bounded and continuous on VF in the Hilbert topology, where F is a 

given total set of linear functionals on E, and VF is the polar of the unit ball VE c E. 

Thus, any Banach space is "sandwiched" in the set-theoretic sense between th e space 
of ho d d ( hi h · ide when E is reflex -un e and the space of continuous forms on VF w c come 

ive). Therefore sufficient conditions for continuity, applied to the set VF (which th us 
is rea"·d ' • di · for the extendibility ""' ed as parametric), are simultaneously sufficient con tions . 
of a . • di t 'b ti' ns to a measure m E; compatible system of finite-dimensional Gaussian s n u O .. 

and d d ssary conditions for necessary conditions for boundedness can be regar e as nece 
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realizations of the process to have the "prope~ty E" with pro~ability I . We mention 

also that the zero-one law is proved for Gaussian measures of linear spaces in [ 11 SJ and 

[121). 
The essence of the method presented in [ 120] , [ 121] , [ 125] and [ 13 I J lies in 

th f 11 • Exact criteria for continuity and boundedness of reaJizations of a G e o owmg. 
2 

auss-
ian process K, regarded as a subset of the Hilbert space L (!"2, P), can be formulated 

in terms of the Minkowski mixed volume of the first degree of homogeneity h 
1 
(K) 

(Theorems 1 and 3), which is proportional to the integral of the supremum of the set 

of functions Kc L 2 (Proposition 14). For this , it is proved that the problem of 

verifying the boundedness of realizations of the process K is equivalent to the prob­

lem of the positivity of the measure of the solid angle in the Hilbert space that is 

polar to the cone generated by a certain translate of the set K. The problem of the 

measure of a solid angle leads naturally to the consideration of an infinite-dimensional 

Cauchy measure, which is simply related to Gaussian measure (Propositions 6, 7, and 

8, 1 0), since the conditional measures for the Gaussian measure under the decomposi­

tion of a linear Gaussian measure space into rays are 5-measures (Proposition 5). 

The connection between the asymptotic behavior of the Cauchy measure of the 

homotheties of the set K° and the value of the functional h 1 (K) is described in Prop­

osition 21. An estimate of the value of h 1 (K) in terms of the probability of exit from 

the unit level is given by Proposition 18 (a less sharp estimate can be obtained by 

using results of Skorohod [109) or Fernique [30) ; to get our estimate we use the 

solution of the isoperimetric problem on the n-dimensional sphere) . Using the "geo­

metric" origin of the Cauchy measure and its connection with the functional h 1 (K), 

we can prove a monotonicity property for h 1 (K) (Theorem 2 and its Corollary) that 

is very essential for us (and is new even in the finite-dimensional version) and that 

permits us to estimate h 1 (K) from below and from above in terms of the €-entropy 

of the set K by comparing the €-nets and the €-lattices for simple sets such that h 1 (K) 
can be calculated or estimated directly (Propositions 31, 33 , 34, and their corollaries). 

In investigating the continuity of the paths of a process K we study the structure of 

the space of continuous forms on K (Propositions 26 and 27), we consider the "oscil­

lation" of the process (the functional 5(K) = sup{ d: -y(dK°) = 0}), and we find its 

connection with the functional h 1 (K) (Proposition 30). Determining the connection 

between these quantities allows us to get a lower estimate of the oscillation 5(K) in 

terms of the e-entropy characteristics of the process (Proposition 35) , and an upper 

estimate is essentially contained in the estimates of Propositions 30 and 33. A de­

finitive formulation of the e-entropy conditions is given in Theorem 4. 

The second chapter is concluded with a study of arbitrary (non-Gaussian, in 

general) processes K C L 2 (.n, P) ("with second moments"); we clarify what informa­

tion about the boundedness or the continuity of the paths of the process is carried 

by the geometry of the set K (i.e . the correlation function of the process). Theorem 

5 gives an exhaustive answer to this question . 

The third chapter is the longest. Its main result is contained in § IO. The coITl· 

plete proof presented in this section involves many technical details and hence rnaY 
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seent tedious (the proof here, as also in other places, is preceded by a brief sketch of 

the basic scheme of the arguments). The result can be stated very simply in terms of 

the theory of measurable decompositions: lf two measurable decompositions ~ and 'Y/ 

of a Lebesgue space (M, m) with purely continuous marginal measures are "quasi-in­

de endcnt" (the definitions arc collected in Chapter I), then there exists a third 

m:asurable decomposition t that is simultaneously an independent complement to ~ 
and 11 (Theorem 8; [122] , [I24J , [1271) ; an improvement that is important for sub­

sequent applications is given in Theorem 8*. 

Theorem 8 provides the solution of a problem posed by Birkhoff in [ 11 J ; it can 

be regarded as a substantially improved "continuous" version of the well-known 

Birkhoff-von Neumann theorem on the extreme points of the set of all doubly stochas­

tic square matrices of given dimension (the extreme points turn out to be the doubly 

stochastic (0, !)-matrices). While for infinite matrices, as the investigations of many 

authors have shown (a survey is given at the beginning of the third chapter), the situa­

tion is on the whole analogous to the finite-dimensional case, the picture in the contin­

uous version turns out to be qualitatively more complicated, and for a long time it 

was not clear when it is possible to guarantee that a measure with given marginal dis­

tributions with respect to a pair of given measurable decompositions has a decomposi­

tion analogous to the Birkhoff-von Neumann decomposition of a doubly stochastic 

square matrix. The set of extreme points of the compact set of all probability mea­

sures with given marginal distributions has a very complicated structure and, anyway, 

does not consist only of measures analogous to the doubly stochastic (0, !)-matrices, 

i.e. those corresponding to isomorphisms of the marginal measure spaces (M/t m/~) 

and (M/11, m/11). This circumstance barred the use of the Choquet-Krein-Mil'man theo­

rem on representation of the points of a compact set as barycenters of measures on 

the set of extreme points, and made it necessary to find a direct proof. 

Other points of view about the result contained in Theorem 8 (operator-theo­

retic, statistical, connection with the theory of Latin squares) are discussed in detail 

at the beginning of the third chapter. 

The questions in § 10 arose from statistical problems, especially from the investi­

gations carried out by Ju. V. Linnik and his students concerning the Behrens-Fisher 

problem. The concluding papers [45), [71] in this direction, in which the existence 

of nonrandornized tests in the Behrens-Fisher problem for samples of different parity 

is proved, make essential use of~ lemma of I. V. Romanovskii and the author [93) • 

which is a vector version of a result preceding the proof of Theorem 8 (a description 

of the set of extreme points in the compact set of bounded doubly stochaStic den­

sities with zero sets containing a given subset; see Propositions 43 and 43a). 

In spite of all its unwieldiness, the proof of Theorem 8 has a central point. _This 

is th . . 7) M ver essential use 1s 
e proof of the approX1mat10n theorem (Theorem • oreo , . 

rnade of a condition for the existence of a subprobability measure m on M havmg 
oi . • (Th 6) • to answer the 
c-Ven margmals and majorized by a given measure m eorem · 

question of the existence of such a measure m it suffices to answer the analogous 

question for 2 x 2 matrices. The work of authors who obtained related results (usu-
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ally involving a less general situation) arc carefully noted ouch tlrno, u11 fur u11 r,usHlbl , 

in the footnotes . 
· The area of research to which the results In § 10 belong cun bo culled Cblltlnu (it1§ 

combinatorics. 
In § l l we study criteria for the existence of measures wl th glvo11 rnurgJr,ul <ll~. 

tributions and concentrated on a fixed subset of the product of two spuceH I I 29 I. 

[l30J. Unlike all the other authors who have studied related problems (Kolloror ISSI ... 

[57] and Strassen [113] ), we do not assume any additional structures (fur oxurnplo, 

topologies) on our measure spaces, so that the class of subsets of tho product X x y 

for which the solution of the problem is given (Theorem 9) ls described In terms of 

pure measure theory, and in the topological case, for example, it turns out to be a 

strictly wider class than the closed subsets, for which the results of Strnssen can be 

used. However, the main result of § 11, of which essential use ls made in the sequel, 

is contained in Theorem 10 and, apparently, cannot be obtained as simply as Theorem 

9. Theorem 10 gives necessary and sufficient conditions for the existence of a doubly 

stochastic density on a particular subset of the product of two spaces, i.e., a measure 

that is absolutely continuous with respect to the product of its marginal distributions. 

The difficulty that must be overcome here has to do with the noncompactness of the 

set of doubly stochastic densities, which rules out the possibility of a simple passage 

to the limit. 

§ 12 occupies an essentially independent position in the third chapter and ls 

connected with the other sections only informally. In it we prove that in the case of 

an independent sample the marginal sufficiency of a statistic implies its sufficiency 

[126). The apparatus used and the situation when we consider a number of mcasur• 

able decompositions on one space relate § 12 with the other parts of the third chapter. 

The author included this section as a memorial to Ju. V. Linnik, who suggested the 

problem to him and, with unexpected enthusiasm, pointed to the method of its solu• 

tion. 

Finally, § 13 can serve as an example of the application of the basic results in 

§ § 10 and 11. Here we solve the problem of determining sufficient con di tlons for I.he 

existence of a one-to-one optimal plan in the Monge problem on transport of mass In 

Minkowski spaces. The method presented is essentially based on Kantorovlc's theo· 

rem on the existence in the Monge problem of a potentiaJ function, by means of 

which the optimality of this or that plan of transport ls tested. 

In conclusion the author wishes to express his gratitude to L. N. Dovbys, with· 

out whose constant help and support this work could not have appeared. 
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CHAPT ER I 

AUXILIARY INFORMATION 

I. The structure of a measure space, measurable de compositions, Lebesgu e space 

(
7
). 2_ Other structures associated with a measure space (9) . 3. Linear measure spa-

ces (9) , 

In this chapter we recall some definitions of concepts to be used later, and we 

make more precise the meaning of terms for whose use there is no universally recog­

nized tradition. 

1. Toe basic object (more precisely, the basic structure) with which we shall have 

to deal is the structure of a measure space. ln the following the word "measure" usual­

ly means a measure on a Lebesgue space, i.e. a probability (nonnegative normalized) 

measure on a a-algebra of subsets of some set such that there exists a one-to-one recip­

rocally measurable mapping, defined almost everywhere, of this space onto a subset of 

full measure in a measure space that is the union of a (possibly degenerate) segment 

with Lebesgue measure and a {possibly zero) number of point masses. Every separable 

metric space with a Borel probability measure is a Lebesgue space. 

We frequently consider other structures simultaneously on a measure space (topo­

logical, or algebraic, or both these and others). The compatibility of the structures usu­

ally lies in the fact that some natural a-algebra of subsets determined by the topologi­

cal (or algebraic) structure is a generating a-algebra for the a-algebra on which the mea­

sure is defined {thus, each Lebesgue measurable set is Borel mod 0, i.e., its symmetric 

difference with some Borel set has measure 0). ln other words, the a-algebra on which 

the measure is defined is the completion of such a natural a-algebra {is obtained by ad­

joining all subsets whose outer and inner measures coincide). Of course, the completion 

of a a-algebra depends on the specific form of the measure on it. 

In the case of a Lebesgue space the a-algebra on which the measure is defined is 

countably generated, i.e., is the completion of the smallest a-algebra containing some 

countable collection of subsets. Such a system of subsets is called a basis. 

A decomposition of a measure space is said to be measurable if it is a decomposi-
tion int th 1 f t· The 0 e sets of constant value ("level sets") of some measurab e unc ion. 
set·tbeoretic limit of a refining sequence of measurable decompositions is a measurable 

decomposition. A function is said to be measurable with respect to a decomposition ~ 
if it ism b d f easurable with respect to the a-algebra of all measurable su sets ma e up 0 

elements of ~. 

If~ is a measurable decomposition of the space (.0, U, µ), then the measure µ/~ 
::: µ7r - 1 · t t E 1: hi h Is defined in the natural way on the set of elements C C n, C '-' w c 

make up the quotient space n/t by means of the canonical mapping 1r: n ----+-n/t 

7 
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this measure will frequently be called the marginal measure, or marginal dist 'b . 
. . . . n ution, 

corresponding to the measurable decomposition ~- TI1e decomposition into . . 
. . . . POtnts IS 

usually denoted by E, and the tnvtal decompos1t1on by 11; thus µ /E == µ , and µ/v::: 
0 

(the 6-measure). 
A system of measures {µc} (C runs through the set of elements of am 

. . easurab(e 
decomposition ~) on the space {n, U) 1s said to be a system of conditional m easures 
corresponding to ~ if µCC= 1 for any CE t and for any A EU Fubini's formuJa 

holds: 

p.A = i P.cAd (p./E). 
Q/( 

If {n, U, µ) is a Lebesgue space, then there is a system of conditional measures 

for each measurable decomposition of this space. 

Lattice operations V and /\ are introduced in a natural way in the set of measura­

ble decompositions of a Lebesgue space (n , U, µ) ; if~ and 77 are measurable decomposi­

tions, then ~ < 77 means that ~ * 17 and 77 is a subdecomposition of~- With this order 

relation the set of all decompositions is a complete lattice set (in the terminology of 

Bourbaki). A decomposition 77 is said to be a complement of the decomposition ~ if 

~ V 77 = E and ~ /\ 77 = v. We usually write ~77 for ~ V 77. 

Let ~ and 77 be measurable decompositions of a Lebesgue space (n, U, µ). We 

consider the canonical mapping 1Tt X 1T11: n __, n;~ X n/r,. If the image µ(1Tt X 1TT)r
1 

ofµ under this mapping coincides with the measure µ/~ x µ/17, then we say that ~ and 

77 are independent. And if µ(1Tt x 1T11r1 is absolutely continuous with respect toµ/~ x 

µ/77, then ~ and 77 are said to be quasi-independent. 

Let (X, U, µ) and (Y, !3, v) be Lebesgue spaces. A measure m on the product 

(X x Y, U ® ~) is said to be (µ, v )-doubly stochastic ( or simply doubly stochastic) if 

µ = mrr:X-1 and v = mrr1}. 
The characteristic property of Lebesgue spaces, which distinguishes them among 

all spaces with measures defined on countably generated a-algebras, is their complete­

ness with respect to any (or some kind of) basis. Titis means that the mapping deter­

mined by a basis {Bk, k = 1, ... } from the set n into the countable product K = 

{0, 1 }w assigning to each point x E n the element of K with kth coordinate equal to 

1 or 0, depending on whether x '$ Bk, carries n into a set that is measurable (and of 

full measure) with respect to the Borel a-algebra on the compact set K, completed witb 

respect to the measure on K having the same marginal distributions with respect to each 

coordinate decomposition as the marginal distributions of the measure µ itself with re· 

space to the decomposition h = {Bk, n\Bk}; and analogously for any finite sets_ of 

coordinates. (On a compact set any compatible system of marginal distributions is 

generated by a measure.) 

Therefore, the countably generated measure spaces that are not Lebesgue sp~ces 

are isomorphic to nonmeasurable subsets of outer measure 1 in the compact metnc 
on· 

space K with a Borel measure (or in a segment with Borel measure) and are thus n gh 
real objects. This remark justifies restriction to the class of Lebesgue spaces, altboU 
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(but not all) of the proofs of the propositions to follow arc true for arbitrary rnanY 
b'trary countably generated measure spaces. or ar , ' 
A measure of the form aµ., where O ~ a ~ l and µ. is an ordinary measure is 

' called a subprobabiJity measure. 

9 

2_ Each countably generated measure space can be completed and thereby turned 
into a Lebesgue space. Many important structures associated with a measure space are 
not changed under completion , but at the same time regenerate the measure space in a 
canonical way in the class of complete spaces. The metric structure of the equivalence 
classes of measurable subsets is such a structure (the distance is defined as the measure 
of the symmetric difference). If {Bk} and {B~} are bases in two measure spaces, and 
the aforementioned measures on the compact set K = {O, l}w corresponding to these 
bases coincide, a canonical isomorphism is thereby established between the completions 
of these spaces. Let Sµ. = S(n, U, µ.) be the space of all (classes of µ.-equivalent) mea­
surable functions on(!"!, U, µ.). Then Sµ. is a ring and, simultaneously, a partially or-
dered space (a Riesz space). A ring isomorphism of two spaces S and S as well as 

JJ.1 JJ.2 ' 
an isomorphism of their Riesz lattices, generates in a canonical way an isomorphism of 
the metric structures of the measurable sets and an isomorphism mod O of the corre­
sponding Lebesgue spaces (!"! I> U I> µ. 1) and (r22 , U'2 , µ 2 ), so that a study of Lebesgue 
spaces can be carried out in terms of the corresponding rings of measurable functions 
or the Riesz lattices. Analogously, an isomorphism of the rings of bounded measurable 
functions L00 (S11> UJ> µ 1) and L 

00 (S12 , U 2 , µ.2 ) (;tnd also of the natural Riesz lattices 
on these spaces) implies in a similar canonical way an isomorphism of the corresponding 
Lebesgue spaces. We remark that an isomorphism of the same spaces in the sense of 
an isomorphism of linear topological spaces does not lead to an isomorphism of the 
measure spaces (S11> UJ> µ.1) and (!"!2 , U2 , µ.2 ), as is shown by the example of the 
spaces r and L 00 [O, 1] . 

3. We dwell in somewhat more detail on the case when the measure space under 
consideration is equipped with the additional structure of a linear space: on the struc­
ture of a linear measure space. A linear measure space is a Lebesgue space that is simul­
taneously a linear space, where the a-algebra is generated by some collection of linear 
forms. If, as is natural, we consider linear measure spaces to within an isomorphism 
(i.e. we identify any two measure spaces for which there exist linear subsets of full 
measure that are isomorphic with respect to both structures simultaneously), then it 
turns out, for example, that there are as many Gaussian measure spaces as tl1ere are 
dimensions; in particular, there exists only one infinite-dimensional countably generated 
linear Gaussian measure space. In the following we understand a linear measure space 
to be such a space, considered to within the isomorphism described. However, when 
necessary, we speak of a particular linear measure space. 

A linear measure space is specified if we are given a weak distribution, i.e. a com­
patible system of finite-dimensional distributions. A weak distribution is a linear map­
ping of a linear set F of measurable linear functionals generating the a-algebra into 
some space S = S(St U µ.)· that is to each finite set of measurable linear functionals µ. ' ' , ' 
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w nsslgn II distribution In R", with the observance of the obvious compatibility c . 

b d 'b d b ·r · h 0nd1· lions. A wcuk distribution can e escn e y spec1 ymg on t .e space F the cha 
. . J . f F f rac. 

torlstl, l\mctionaJ deflned as the restnct10n to t 1e image o • o the fundamental 

Honnl OIi sµ defined by 
func. 

X. (/) = i e'f(w)dp .. 
!i2 

It is convenient to state various characteristics of a weak distribution in terms of the 

functional X· 

If(£, µ) is a linear measure space, then we can consider the subset L of the space 

S(E, µ) = Sµ consisting of all the measurable linear functionals. When a Gaussian ran. 

dom process is considered, it is sometimes convenient to work with a Gaussian measure 

in a linear space, and sometimes convenient to work with a so-called Gaussian subspace 

H c l 2 (n, µ) c ~(n, µ) consisting of Gaussian measurable functions. Any two Gauss­

ian subspaces of the Hilbert space L 2 (n, µ) that separate points are carried one into 

the other by an orthogonal transformation that is the adjoint of some automorphism 

of the Lebesgue space (n, µ). In any case a closed (in L 2 (n, µ)) Gaussian subspace is 

a maxinlal Gaussian subspace consisting of the functions that are measurable with re­

spect to a certain decomposition (into the maximal subsets on which all the functions 

of the Gaussian subspace are constant). 

Let (E, -y) be a linear space (of countable dimension) with Gaussian measure, and 

L the space of all measurable linear functionals . Obviously, L CL 2 (E, -y). If H* C 

(E, -y) consists of all the continuous (with respect to the Hilbert norm) linear forms on 

L (the so-called kernel), then H* C £ 0 for any realization of(£, -y) in the form of a 

concrete measure space (£ 0 , -y). Moreover, H* is a maximal subset having this proper· 

ty, and -yH* = 0. The unit sphere of the Hilbert space H* (the polar of the unit 

sphere of the Hilbert space L C L 2 ) is called the variance ellipsoid of the Gaussian 

measure 'Y· The kernel H* coincides with the set of quasi-invariant translations of the 

space (E, -y). If £ 0 is a Hilbert space, then the imbedding H* c £
0 

is Hilbert-Schmidt. 

Of course, the space H* can be defined in a similar way for any measure µ for which 

L c L 2 (E, µ). 

Finally, we define the concept of barycenter of the measure µ in a linear measure 

space (E, µ ). The point x µ E £ is said to be the barycenter of µ if the set L of mea· 

surable linear functionals on (E, µ) is a subset of L 1 (E, µ), and for any/ E L 

l fdp. = (x"', /). 
B 

The barycenter of the normalized restriction of a measure for which L C L 2(£, µ) to 

any subset of positive measure belongs to the kernel H*. We mention here the Cho· 

quet-Krein-Mil'man theorem : each point of a convex compact subset of a linear topo· 

logical space is the barycenter of a measure on the set of extreme points of this com· 

pact set. 
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SAMPLE FUNCTIONS OF RANDOM PROC ESSES. 

CORRELATION THEORY 

§ I. Statement o f the pr oblem. O. Brief survey of the results o f Chapt er II ( 12). J . Linea r 

spaces in particular, Gaussian (12). 2. The Gaussian subspace H and its kernel /-f*. The 
measure ' 

law for Gaussian measures (I 3). 3. Problem of th e Banach pr operti es of rea liza tions. 
zero-one 

. t'on of th e features enco untered in studying th e probl em of ext ension of a weak dist ributi on 
oescraP 1 

to a measure in a Banach spac e (a-algebras, distribution of the po lar of the unit ball, e tc.) ( I s). 

4
_ Features of the reflexive case (20). S. Every Banach space can be "sa ndwiched" between the 

space of bounded and th e space of continuous lin ear forms on some subset of the dual space (21).­

§l. Problem of the size of a convex so lid angle in Hilbert space and the infinite -dimensi onal Cauchy 

distribution. 1. Brief survey of the contents of the section . The GB property depends on the in­

trinsic geometry of the set K. Problem of positivity of a solid angle in Hilbert space (23) . 2 . 

Problem of the measure of a solid angle polar to a given one (24) . 3 . Spherically invariant mea ­

sures. Decomposition into rays; the conditional measures of a Gaussian space under a decomposi­

tion into rays are o-measures . Schoenberg 's theorem (26) . 4 . Connection between the problem 

of the measure of a solid angle and the problem of Cauchy measure (28).-§ 3. Cauchy measure 

and Gaussian measure. 1. Cauchy measure as a weighted mean of Gaussian measures (30). 2. 

Mutual estimates of Cauchy and Gaussian measures (31 ). 3. Problem of extension of Cauchy 

and Gaussian measures. The zero-one law for Cauchy measure. Cauchy measure of star -shaped sub­

sets (32) . 4 . Monotonicty of Cauchy measure (32).- §4 . The GB-property and mixed vol­

umes. 1. Mixed volumes (33) . 2 . The functional h 1 (K), K C H , and its properties (34). 3. 

The relation between h 1 (K) and supwEK x(w) (35). 4 . Estimates of -yK.° in terms of h 1 (K). If 

0 E conv Kand -yK.° > 1/2, then h 1 (K} < 00 • Derivation of an upper estimate for the quantity 

h1(K) in terms of the probability -yK.° of exit from the unit level (36). 5. The estimate KK° < 
K(h1(K)J 0)

0
, where 10 is a unit segment with endpoint at zero. Mutual estimates of the Gaussian 

and Cauchy measures and the value of the functional h 1. (38). 6. Theorem 1 : equivalent re ­

statements of the GB-property in terms of the value of h 1 (K), the Cauchy measure , and the magni­

tude of the solid angle ( 40}. - § S. Monotonicity of the functional h 1. 1. Schlaefli 's formula 

(41). 2. ( dK /dE)(EK) 0 
IE=O = -h 1 (K)/rr (42). 3. Local monotoni city of the functional h 1: 

0h1(K)/olij ~ 0 U;j is the length of a n edge of the polyhedron K) . (43). 4 . Global monot onicity 

of the functional h 1 (K). Theorem 2: mon o tonicity of h 1. Corollary on compari so n of th e values 

of the functional h 1 (45).-§ 6 . Mixed volumes and continuity of paths. l. Structure of th e 

apace of continuous forms. Absen ce of continuity implies certain exit from some level (49). 2 . 

Definition of the oscillation 6(K). Gaussian measure of the polar of the intersecti on o f a set wi th 

1 subspace and of the polar of a projection of it. Corollary: oscillation of an interse c tion and a 

Projection . Monotonicity of Gaussian measure of convex se ts under dilations. Proof of th e re lati ons 

h1(Pri K) \, 21ro(K) and h 1(K n Li) \ 21r6(K). Theorem 3: equivalent restatem e nts of th e GC­

property of a set K in terms of the values of the functional h 1, its projections, and sections (5~) .­

§? . f ·entropy conditions. I. Estimate of the values of II I for a simplex, II 1 (Sn) < (21r In n) 

(n ;;;i. 3) (S4). 2. Definition of the entropy index p . The relations 

p (K) < 2 ~ ~ 2- k (log 2N (K, 2- k)) 'I, < oo, 

and h1(K) ..; 22 :E 2- k (log2 N(K , 2- k)) ½. Coro llaries : p(K) < 2 - K E GB, K E GC , and -yK.° is 

estimated (S4) . 3. €-lattices. Lower estimate of h 1 (K) in terms of th e cardinality of an E-lattice. 

11 
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2 1 M = .,., (In pnrt lculnr, tr p(K) 2) , them 111(K) ..., nucJ K q (}I • 
Coro llnry : If llm sup " 11 ' · Lnwu, 

f I 
llluli o n with rospoc l lo th e e-onlrop y (5 6). 4 . l111pou lhllll y i,( 11 ClltllJ >I 

ostlmnt c o t HJ use . : , lo rn. 
bl , 1 tcrlllK o f e-cnlropy ( 58). S. I hoor om 4 . NU111mury or r lllrui iy 

tutl o n of th e pr o cm II oritli , 

d d .. ·o ntlnuily und ostl111nlo11 uf lh o vulu o11 of lh o fu11c llo11ul 1, 1 nnd lh 
li ons fo r boun c noss , c · • , o ll1nkt1I, 

'II . . r ( S9) _ i: 8 The 11011-G111111si1111 cuso. I. 8 111101110111 of lh u prol,f ( 
lud c o f th e OSC I UIIOII O • :1 • . Cllll 59), 

i II . o f II sot K C H. Th eo rem S: compl uto d o11crlpti o11 of th o wid e-Mu 
2. The s -churuc lcr s c • II Ac p,0• 

I . 1 , continuous rcull:.rntlo m1. Th o ull ornutlv o: co 11tl11ulty- corl11i11 unli ou d 
cesscs thal II ways IIIVC . • II Cdt hiSR 

(60) . - ~ 9• Remark 011 Uorol rcull :mtlon s. 

§ 1. Statement of the problem 

o. In this chapter we study questions connected with the problem of extension 

of a weak distribution to a measure in a Banach space. Basically , we consider random 

processes with second moments and certain other processes that are closely related to 

them {for example , Cauchy processes ; see below). The fundamental aim of the investi­

gations is to determine conditions permitting us to judge from the correlation function 

of a process whether the sample functions of the random process belong with probability 

1 to some Banach space of functions on a parameter set (sometimes understood in a 

somewhat extended sense). 

In the case of Gaussian processes with zero mean the correlation function is 

known to carry complete information about the process, and our approach permits us 

in many cases to formulate necessary and sufficient conditions for the possibility of ex­

tending a weak Gaussian distribution to a measure in a Banach space . Study of the geo­

metric characteristics introduced for a process leads to the establishment of several new 

inequalities for the Gaussian measures of convex sets that, in turn, allow us to obtain 

convenient {for checking) conditions in terms of the e-entropy of the parameter set. A 

special role is played by conditions for the boundedness of realizations of a Gaussian 

process and for their continuity with respect to the metric that arises naturally on the 
parameter set. 

For an arbitrary process with second moments and with given correlation func­

tion we prove the alternative: either its sample distribution functions are bounded and 

continuous (in the natural metric) with probability I, or the finite-dimensional distri· 

butions of the process, which are compatible with the given correlation function, can 

be chosen in such a way that the realizations of the process are certainly unbounded. 

A criterion is given for checking which case actually holds. 

1. As usual, let (n, U, P) be a probability space. We assume that the a-algebra 

ij is countably generated (as is practically always the case) and that this measure space 

is complete {[92] ; the terminology is discussed in the first chapter). We recall that an 

incomplete measure space is an object that is just as imaginary as a subset of a segn1ent 

that is not Lebesgue measurable . Let {x,(w), 1 ET} be a random process in the usual 

sense. We consider the space Sp of all measurable functions on the space (!1, ij , P), 

which is metrizable with respect to convergence in probability, and the closed linear 

s~bspace L = Lp C Sp of it generated by the elements x, E Sp, 1 E T. If we now as· 

sign to each finite set of elements x 1 (w), . . . , xn(w) E L their joint distribution (a 

probability measure in R"), we get a compatible system of finite-dimensional 
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, distributions, or, in other words, a weak distribution or generalized random process 1351, 
which detem1ines a linear measure space (E, P) to within an isomorphism (see [ 141] , and 

also Chapter I of the present ~ook). It is always possible (by Kolmogorov's theorem (661 
on the extension of a compatible system of finite-dimensional distributions to a measure, 

or by the Minlos- Sazonov theorem [77] , [ 103]) to select a concrete form for the lin­

ear space £ with measure P such that the elements of the space L are measurable linear 

functionals (for more detail see [141] and [139]). It frequently happens that it is not 

exactly tJ1e concrete form of the linear space E that is important, but only the struc­

ture of the measure space (£, P), which is completely determined by the original ordin­

ary random process x ,( w ), t E T. It is convenient to represent the passage from the 

measurable functions x ,( w) to measurable linear functionals on a linear measure space 

as a process of linearization of the set n; the linear space Eis the very same set n, 
and comparison of the measurable functions on (rl, P) and the measurable linear func­

tionals on (E, P) with the same distributions establishes (see Chapter I) an isomorphism 

mod O of the measure spaces (rl, P) and (£, P). 

It is easy to see that, to within an isomorphism of linear measure spaces, there is 

a unique linear space with an infinite-dimensional ( of countable dimension) Gaussian 

measure, and from our point of view (which differs from the usual) it is frequently ap­

propriate to speak, for example, not of "Gaussian measures in Hilbert space" or in some 

concrete separable Banach space, but simply of Gaussian measure (i.e., of linear Gaus­

sian measure space). This remark is relevant, in particular, to the problem of the abso­

lute continuity of the measures corresponding to two generalized random processes, the 

solution of which is, of course, determined only by the weak distributions and does 

not depend on the concretization of the space E. (The concept of isomorphism of 

measure spaces is discussed in [ 115] . The axiomatic approach is studied in Versik's 

paper [139] .) 
A systematic feature of the following presentation is the consistent adherence to 

the point of view that in investigating the question of extending a weak Gaussian distri­

bution to a measure it is more natural to consider, not the various Gaussian weak dis­

tributions on a fixed Banach space with the purpose of distinguishing those of them 

that can be extended to measures in this space, but the various Banach subspaces of 

linear Gaussian measure space with the purpose of determining their Gaussian measure. 

2. We shall now study Gaussian measures in more detail. Let {x,(w), t ET} be 

a Gaussian random process; this means that L C Sp is a Gaussian subspace, i.e. a closed 

linear subspace Hof the Hilbert space of random variables L 2 (rl, er, P) that consiSts of 

measurable functions with Gaussian distributions and separates the points of n. (If th e 

latter condition were not satisfied, it would be sufficient to pass to the correspoo ding 

quotient space.) As shown by Vedik [140], a Gaussian subspace of L
2(n, U, P) with 

purely continuous measure P is unique to within an orthogonal transformation that is 
the adjoint of some automorphism of the measure space (rl, er, P). The space H of 

Gaussian variables will always be equipped with the Hilbert norm induced by the inclu­

Sion H C L 2 (rl, U, P), so that the value of the covariance function r(s, t), s, t E T, 

Coincides with the value of the usual scalar product of the elements x, and xs of H. 
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. th , 11 wing when we speak of Gaussian random processes, we shall r 
Everywhere in e 10 0 . •or 
. . . . . d Gaussian processes with zero mean value, so that the norm f 

simplicity have m mm . . o 
f H incides with its standard deviation ax . 

an element X O COu• . 

Let {£, -y) be a linear Gaussian measure space . The linear space E (considered to 

th 1 ment of a measurable linear subspace of full measure) necessarily 
within e comp e con. 

th b H * c E consisting of all continuous linear functionals on the ·Hilb 
tains e su space ert 
space Hof Gaussian variables. (The subspace H* consists of all the vectors such that 

translations by them preserve these measures, and therefore it does not depend on a 

concrete realization of the linear measure space.) In the infinite-dimensional case we 

always have -yH* = o. Thus, the set H of all measurable linear functionals on a linear 

Gaussian measure space coincides with the set of continuous linear functionals on the 

Hilbert space H* . 

PROPOSITION I (the zero-one law for Gaussian measures; cf . [115] and (121]). 

1) Let (E, -y) be a linear space with Gaussian measure 'Y, and E 1 CE a measur­

able linear subspace. Then either E 1 = E (mod 'Y), or E 1 = ¢ (mod 'Y} In other 

words, either -yE 1 = 1, or 1£ 1 = 0. 
2) Let {Ln} be a sequence of closed subspaces of finite defect in the Gaussian 

space H. If the set MC (E, 'Y) is such that for almost all w EE the inclusion w EM 

is determined by the values on the element w of the functions x(w) EH that are or­

thogonal to all the subspaces Ln , beginning with an arbitrarily large number , then either 

1M = 0, or -yM = 1. 

PROOF. 1) We choose in Han arbitrary orthonormal basis {ek(w), k = l , 2, .. J 
We construct the mapping e : (E, 1) - R.., that acts according to the formula e(w) = 

(e 1(w), e2(w), .. . ) ER-. Under this mapping the Gaussian measure 'Yon E goes over 

into the standard countable-dimensional Gaussian measure 10 : 'Yo = -ye- 1, where 'Yo is 

the product of a countable number of standard one-dimensional Gaussian measures. 

The space Hin this concrete realization of the linear Gaussian measure space (£, 1) 

coincides with the space /2
, and the characteristic functional, which on the original 

space H equals 

X1 (x) = J exp (ix (U))) d1 = exp (- ! II x II~), 

can now be written in the form 

Xr,({xk})=exp(- ! ~xt), 
where (xk, k = l, ... ) E /2. 

If there existed a measurable linear subspace E C (E 'Y) of intermediate 1-mea· 

sure: we could associate with it a 'Yo -measurable subs~ace L' C R.., of the same inter· 
mediate measure Let 12 = {(y k - 1 ) .., 1 'th 

• k • - , • · • } C R be the space of sequences W1 

convergent series of squares. (The space 12 c (R"" ) . th H* entioned 
above.) , 'Yo 1s _e space m 

We consider two cases. 
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Suppose that there is a vector y E R
00 

such that y E 12 but a l . 
J. ' Y 't- I · ft JS 

n 1,nown ([30) ' Chapter IV, §5.2, Theorem 3) that the Gaussian measure "'is . 
we iu• 1 . , quasi-

. ith respect to trans at10ns by elements of the set H* = 12 c R"" f . 
i11Yar1ant w . . . ' rom which 

U ws that 'YoL1 = 0, since m the opposite case we would have by quasi m· . 
it fo o . . . , · vanance, 

table number of d1sJomt sets L 1 + A.Y X E R with positive me 
an uncoun • . '. . , asure. 

IL Suppose that H C L 1, then ~ ~he finite-dimensional subspaces spanned by 

tary basis vectors of the space R (1.e., the vectors of the form (0 0 1 0 elernen . . . ' . . . ' ' ' ' 
... )ER"") are also contame~ m L 1 . _This means that for an element y ER"" the 

erty of belonging to l 1 is determined only by the members of the sequence Y -

prop ) that are arbitrarily far out. In other words we apply the Kolrno -
(y 1 , Y 2, · · · 

00 
' gorov 

zero-one law [66) to the event L 1 C (R , -y0 ). 

The proof of 1) is concluded . By passing to the space (R 00
, 'Y 

0
) the assertion 2) 

is reduced directly to the Kolmogorov zero-one law. • 

Further, we mention that the topology defined by the norm and the topology 

defined by the inclusion H C S (the topology of convergence in probability) coincide 

on the Gaussian space H. See, for example, [94]. 

3. Let B be a Banach space of functions on the parameter set T We are inter­

ested in the question of whether it can be assumed that the sample functions of a parti­

cular process (for definiteness we speak first of Gaussian processes) belong to the space 

B with probability 1. 

As mentioned, the parameter set T can be assumed to lie in the Gaussian space H 

(we assign to a point t E T the point x 1 E H). The imbedding TC H permits us to 

carry a metric, and, together with it, a Borel structure, from the space H to the set T 

To connect the Banach space structure on B and the structure of the weak distribution 

we assume that some subspace L of the space B • of continuous linear functionals on B 

that separates the points of B consists of measurable linear functionals, i.e., is identified 

With some (generally nonclosed) subspace of H. As a rule (but not always) the func­

tionals "value at the point t E T" turn out to be continuous on B. The assumption 

that L does not coincide with B * is interesting in the nonreflexive case, as will be clear 

from the examples given below. 

First of all, we show that without loss of generality we can assume that the sub­

space LC B* is closed, i.e. is a Banach space, and that the image of its unit ball under 
the inclusion L C His precompact in H. We prove a more general assertion that is rele­

vant not only to Gaussian weak distributions, and then we give some examples. 

PRoPos1noN 2. Let B be a Banach space, L CB* a linear subspace that sepa­

~ates the Points of B (i.e., is weakly dense in B *) and contains a countable subset that 
IS norm d . . 1 b ij of subsets of B 

ense m ll, and µ a probability measure on the a-age ra L 

g~nerated by the functionals in L. Let L 8 C B • be the smallest sequentially weak/~ 

(m the topology o(B*, B)) closed subspace of B* that contains L. Then the followmg 
assert; 

ons are true: 
1) UL is countably generated. 
2) Th a t t tl nd can thus be con· 

. e elements of L are measurable with respec O L a 

lidered as elements of the space Lµ of all µ-measurable linear functionals. 
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3) The subspace L 8 is closed inn• and is thus a Banach space. 

4) The image of the unit ball V rB in L 
8 

under the mapping L 8 ~ L C 

established in 2) is a bounded subset of the linear metric space S µ.. µ S" 

PROOF. The statement 1) follows from the assumption about the separabiHt 

1. · f ff · Y of 
the set L c B*, since the pointwise 1m1t_ o a sequence o unctions is measurable With 

respect to a a-algebra with respect to which all the members of the sequence are 
-B rnea. 

surable. To prove 2) we observe that L can be obtained as the union of the nonde-

creasing transfinite sequence of successive sequential weak closures of L over all count­

able transfinite ordinal numbers (the Borel superstructure over L, i.e. the union of the 

Baire classes constructed beginning from the elements of L ). Since there is no count­

able sequence of ordinal numbers that is cofinal in the set of all countable transfinite 

ordinal numbers, each weakly convergent sequence of elements of the space [ 8 thus 

constructed actually belongs to one of the spaces in the union ( whose transfinite num­

ber can be determined as the supremum of the countable set of numbers of the spaces 

to which the members of the convergent sequence belong) , and the limit function then 

belongs to the space that is next in order. We have proved the sequential weak closed­

ness of the space L 8 thus constructed; moreover , it is obvious that this space is the 

smallest sequentially weakly closed superspace of L, and its elements are measurable 

with respect to the a-algebra UL, since they appear in the Baire hierarchy over L. The 

statement 3) is now almost obvious ; in fact, it is sufficient to verify the norm closedness 

for sequences, and norm convergence implies weak convergence . Before proceeding to 

the proof of the assertion 4), we observe that the mapping L 8 ~ Lµ. can be assumed 

to be an imbedding (passing in the opposite case to a quotient space) , i.e., we can as­
sume that the measure µ is such that no a(B, L)-closed subspace has full measure (taJc· 

ing in the opposite case instead of B the smallest such subspace, which exists and coin· 

cides with the polar of the subspace L
0 

C L of linear functionals having a c5 0 -distribu• 

tion). The space L 0 is norm closed in L (since it is sequentially weakly closed) and is 

clearly separable, so that its polar can be represented as the intersection of a countable 

number of hyperplanes, each of which is a subset of full measure. 

We prove the boundedness of the set vL8 c Sµ.. Boundedness of some set A C 

S µ means that for any neighborhood V of zero in S there is a number :\ > 0 such 

that M C V. In our case a fundamental system of ~eighborhoods in Sµ is formed by 

the sets of the form 

V, = {x (m): ~ {m Ix (w) I< e} > 1- e}. 

For fixed e > 0 there is a number r >Osuch that µ(rVB) > l - e. Since for x(w~/= 
VLB we have that lx(w)I ~ 1 for w E V

8 
and x E v_8 , we get from the billneart Y 

with respect to x and w that lx(w)I ~ e for w E rVL and x E er-1 V- e, which con· 
B L 

eludes the proof of Proposition 2. • 

REMARKS. 1) If Bis a separable reflexive space (in particular, Hilbert spa~e), 
0 

then any linear set of functionals that separates points (i.e., is weakly dense in B*) is~ 

norm dense (for convex subsets of the dual space closedness and weak closedness ar the 

equivalent [ 12] ) , so that we can always assume that the weak distribution is given on 

whole dual space. 
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2) In this ca. c the Image of the unit baU v_8 of l 8 in the space s · . L µ 1s compact 
111 the topolo~B of conve.rgcncc 111 mea~urc. For, as noted above, we can assume that 
the mapping /. Sµ is monomorph1c. Weak convergence implies convergence in 
measure, but in the weak. topology U,e ball V7:B is compact ; hence it is compact in the 

I gy of convergence m measure. In particular in the case of a Gaussian me s topo o . ' a ure 
In a separable reflexive space we can assume that the unit ball of B* is a compact sub-

set of H. . 
J) In the case of an arbitrary Banach space B the norm closure of the space 

L Cs• does not necessarily coincide with the whole space B*, even if B* is separable 
(and L separates the points of B). 

EXAMPLE. B = c is the space of sequences converging to a limit. In this exam­
ple B• = / 1 x R, and we can take L = L = 11 x {O} 5;; B*. We note that the space 
11 is not sequentially weakly a(/ 1 , c)-complete, and that the norm closed subspace 
L c B• is weakly dense in B*. 

4) The last observation can be given a general character: if the space B is sepa­
rable, then always L 

8 = B*. Indeed, in this case L 8 is weakly closed in B*, because 
its intersection with any closed ball in B* is sequentiaUy weakly closed (as the inter­
section of two sequentially weakly closed sets) and hence weakly closed, since on the 
bounded sets in the dual space of a separable space the weak topology is metrizable, 
and it is sufficient to verify weak closure for weakly convergent sequences. On the 
other hand, by a theorem of Banach ((6) , Chapter VIII, §5), the weak closedness of 
the intersection L 8 n V

8
• implies the weak closedness of L 8 and, consequently, by 

the weak density of it in B* (totality), the condition L 8 = B*. 
5) The separability of B in the preceding item cannot be omitted. 
EXAMPL E: B = I 00

, L = 11 • Since / 1 is sequentially weakly a(l 1 , l 
00

)-complete 
[6], we have [ 8 = / 1 , although / 1 is weakly dense in (/ 00 )*. We remark, further, that, 
although [ 8 does not necessarily coincide with B* (/ 1 ~ (/ 00

)*), it can happen that 
each functional in (/ 00 )* coincides almost everywhere with some functional in / 1 (the 
a-algebra is assumed to be complete with respect to the given measure). In particular, 
this will be the case if in / 00 we consider a Gaussian measure 'Y corresponding to a se­
quence of independent trials; moreover, -yc

0 
= 0 (the last observation is due to B. S. 

Cirel' son). 
. - 6 6) For measures in a nonreflexive space the image in Sµ. of the urut ball of L 

need not be totally bounded. 
EXAMPLE. let B = /00 L = / 1 and let the measure µ be determined by the char-' , 1 . acteristic functional on E: x(x) = x((xp ... )) = n~ cos xk,x = (xp ... )_E 1 (1.e:, 

corresponding to the distribution of a sequence of independent random variables taking 
the values + I and - I with probabilities 1 /2). In th.is case the space of all measurable 
linear functionals on the space (/ 00 µ) coincides with the space (2

, in which the set 0 ~ 
Unit ve t (" ' . t· d) · ontained in the urut c ors 1.e., the independent random vanables men tone ts c · · 
ball of/ 1. 

7) If ill b 1 f the following, the set the measure µ is Gaussian, then, as w e c ear rom 
"za c H CSµ. is relatively compact (totally bounded). In the following the oc<ler of 
its e-ent · · · d ropy m the metric of H 1s estimate • 
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S) Even in the case of a Gaussian measure the set VI B C H need not be c 

P
act Its closure in L (or, what is the same, in H) consists of all µ-measurabl Uorn. · µ e near forms x(w) on the space (B, µ) for which ess supw E v8 1x(w)I , 1. 

However contrary to the case of a separable reflexive space B, in the gen al . ' er situ ation it can happen that some of these forms are not µ-equivalent to any "Baire" 1. · - B tnear 
form over L, i.e. to any element of L 

EXAMPLE We consider the sequence of Gaussian variables ek(w) == c e' ( ) · k kW + 
e

0
(w), k = 1, .. . , where e

0 (w) and e~(w) are ortho-Gaussian. 
If ck = O((ln kr 1l2), then the realization of such a random process belon~ to 

100 • The space L of measurable continuous linear forms on /
00 

in this example can be 
represented as the space R"°: the linear span of the "coordinate functionals'\ that is, 
we consider on n the smallest a-algebra with respect to which all the random variables 
ek, k = 1, . . . , are measurable. The norm closure in (/

00

)* of the space R
00 

==Lis the 
space / 1, which is well known to be sequentially weakly complete, and consequently it 
coincides with L 8.. It is easy to verify that the unit ball of the space H; c /

00 

(the 
"variance ellipsoid") for this Gaussian measure is the set 

E*={w=(Y
1, ••• )Elro:w=) ,~z+}. 2 (1, 1, 1, . .. ), 

where 

z E E ' = J w : ~ ~i < 1) , l k=l 

and the pre -Hilbert norm induced on / 1 by its imbedding in H is given by 

k-1 k--1 
II x 11

2 = f clxt + (f xk)
2 

(we can also say that this functional defines the imbedding of/ 1 = L 
8 

into H). Ob-
viously, ek-----+ e

0 
(in probability, and hence in the mean square), i.e., e0 EH. On the 

other hand, the functional e
0

( •) cannot be identified with any element of/ 1. Indeed, 
when ck = o((ln kr 112), we have for almost all w that cke~(w)-+ 0 and ek(w)­
eo(w), i.e., "fC = 1, where, as usual, c Cf'° denotes the space of sequences converging 
to a limit. The functional e0( •) is defined on the space c by the equation eo(w) == 
eo((y 1 • • • • )) = lirn Yk and is equal to zero on the space c

0 of sequences converging to 
zero, i.e., on a total set of functionals in ,- , and therefore it is not generated by an 
element of 11. A continuous linear functional with unit norm defined on the 

set of~ 
measure c C 100 can, by the Hahn-Banach theorem be extended to the whole space 

1 

with preservation of linearity and norm (a "Banac~ limit" of the bounded sequences), 
but each such Banach limit is nonmeasurable with respect to the a-algebra ij,, • and 

th
e 

construction of particular examples of such functionals is J'ust as problematical as 
th

e 111ea· construction of particular examples of sub~ets of a segment that are not Lebesgue . uon· surable. In the case when ck = (In (k + 1))- 1/2 and "fC = o, the value of the func 
al e

0 
can be obtained for almost all w E ,- as the limit of the sequence f,,(w)-::= 

(~7 ek(w))/n E / 1 , which a fortiori does not converge in / 1
. •. 

9) . ~~ We mention that a norm closed subspace B 1 of (B, 'Y) that contains 
ance ellipsoid E; can have zero measure. 
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EXAMPLE. B = /
00

,B1 = co, E_'; = {w: w = (y i, . .. ), L~ ln(k + l )y z , J}, ijl == 

¥111 • al d JO) If the origin ra11 o_m pro cess x,. t E T, is such that in th e Ba11ach space B 

f t ions on T alJ the fun ctionals of th e type "evaluati on at a point " a e 1. of unc . . r con mu-
. the norm II ·II B maJortzes the topology of point wise conver gence the th ous, 1.e. , n e 

ter set r is a subset of the space L. In th e following it is converu·ent · para.me . m many 
cases to regard the umt ball V-y;B C Lµ as the paramet er set. Of course , if the fun c-
. als x E L are onJy µ -measurable , and not continuou s functi ons on B then th tton r µ . . _ 8 , e 

true parameter set is not contained m L . Such is the case, fo r example , in clarifying 

(with the help of the Minl~s - Sazonov theorem , or directly [94)) the question of when 

the realizations of a Gaussian process on some segment [a, b J belong to L2 [a, b J, or , 
more precisely, when the classes of functions that are Lebesgue-equivalent on [a, b J to 
realizations of the process x I belong to L 2 . 

11) FinalJy, we touch on the question of measurability of realizations. Let 

Kc Sµ be a convex bounded balanced set whose linear span L = L(K) is a Banach 

space in the norm II · IIK. On the set K we consider the a-algebra ~ induced from the 
space S µ. We now consider the space L < *) of all linear forms on L that are bounded 
on K (linear functionals) and measurable with respect to i . The space L(*) is a sub­

space of the dual space L * of (L, II · IIK ), but, generally speaking, does not coincide 

with it. 

EXAMPLE. Let H CSµ be a Gaussian subspace, ek EH an orthonormal basis in 

H,. and K = {x: l(x, e ,! I ~ ck }, where ( · , • ) is the intrinsic scalar product in H. Then 

the space (L, II • IIK ), where L = L (K), is isometric to /
00

, and L <•) is isometric to / 1 

(but not to the whole space (/
00 )*). 

Given a set K of the indicated type , it is natural to consider the question of 

whether realizations of a random process with parameter set K are almost surely bound­
ed. In other words, we can consider the question of extending the weak distributi on 
that arises to a measure in L *. The example given shows that L * can contain function ­

als that are nonmeasurable with respect to the a-algebra iB on the parameter set. How­
ever, it turns out that we can limit ourselves to the problem of extending the weak dis­
tribution to a measure in the space of Borel linear functionals L<•>. Namely , it can be 
shown that if a weak distribution can be extended to a measure in L • , then it can be 
extended to a measure in L(*) , i.e. that it is always possible to assume that the realiza­
tions in our sense are Borel. (Compare with Doob's theorem on the existence of a mea­

surable modification of a process in (24) , p . 61. Doob's theorem coincides wi th the 
above assertion neither in the hypothesis nor in the conclusion.) 

We consider that (L<•>, ~ , µ) is a Lebesgue space ; consequ ently , it suffices to_ 
look for a solution of the probl~m of finding condition s for the bound edness of realiza-
tions of . . ) , ts in terms of the . processes with separable (in the metnc of Sµ param eter se 
linear m . . b e Although the easure space (£ µ) which is by defi01t10n, a Le esgue spac · 
sub ' ' ' b 9) space L<*) C L* 1·s I d ·t . (l* L ) dense in L * and as shown y ' norm c ose , 1 1s a , · , ' 
the assertion that, always , µ*L<•> = 1 is not trivial (µ* is th e outer measure) (see § 9). 
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4. In the following we assume that L B = L, in the opposite case extending the 

weak distribution from L to L 8
. Now it is true that we cannot assume that the Ba. 

nach space L is separable; but it ~o~t~ns a norm closed weakly dense ~in the topology 

a(L, B)) separable subspace, i.e., It IS m any case weakly separ~ble. It IS clear from the 

above presentation that the solution of the prob~em _ of exte~~mg a Gaussian weak dis­

tribution to a measure in some Banach space B lies m descnbmg all the variance ellip­

soids E"' c B corresponding to Gaussian weak distributions that are extendible to a 

measure. In [ 15] the author gave necessary and sufficient conditions for the extension 

of a weak distribution to a measure in the space /P (p ~ 2) precisely in terms charac­

terizing the distribution of the variance ellipsoid of a Gaussian measure in this space 

(see also the more general result of Vahanija in [135] and [1361). The conditions 

amount to the structural boundedness of the ellipsoid E * in the corresponding I space, 

i.e. to the condition ~~ a~ < 00 , where ai is the variance of the kth coordinate func­

tional. It is possible to describe a certain class of boundedly complete vector lattices 

[53] for which the structural boundedness of the variance ellipsoid E * is a necessary 

and sufficient condition for the extendibility of a Gaussian weak distribution to a mea­

sure. 

If B is separable and reflexive, then the unit ball VL of the space L is compact in 

H [Remark 2) after Proposition 2] and L = B* and B = L *; that is, B consists of all 

the linear forms that are bounded on V L. Therefore, necessary or sufficient conditions 

for the boundedness (or continuity in the natural metric of the parameter set) of the 

sample functions are automatically necessary or sufficient conditions for the extendibil­

ity of a Gaussian weak distribution to a measure in the separable reflexive Banach space 

(the unit ball VL = V ~ CH of the dual space serves as the parameter set). 

Not so is the situation in the nonreflexive case. If (B, -y) is an arbitrary Banach 

space with a Gaussian measure, then, generally speaking, the space Hof Gaussian vari­

ables does not contain a subset K C H for which B is the space of all linear forms that 

are bounded on K or the space of all linear forms that are continuous on K in the to­
pology induced from H. 

EXAMPLE. We consider a sequence of independent Gaussian variables h with vari• 

ances ai ~ 0 such that the sample distribution sequence converges to zero with prob­

ability 1 (we recall that we always assume, unless a statement to the contrary is made, 

that the mean values of our Gaussian variables are equal to O). Let (/°"', -y) and (co, 'Y) 

be the spaces of sample distribution sequences z00 and c with the Gaussian measure 

corresponding to this sequence of Gaussian variables and
0 

with the a-algebras generated 
by the coordinate functionals. 

1) The space Hof all measurable linear functionals on the space (/"°' -y) does not 
contain a set K such that (/

00

, -y) is precisely the set of all linear forms on K (i.e., on 
the linear span L(K)) that are continuous on Kin the topology induced by H. Indeed, 

suppose that the spaces L(K) c Hand /"° are in duality (in the opposite case the mea· 

sure 'Y is not reproduced by K). Necessarily, L(K) c 1I, where 11 c His the space of 

all measurable linear functionals that are bounded on the unit ball v 
00

• Since /"'' :::: 

(/
1)'tc, each strongly closed (with respect to the norm II· 11

11
) subspac! of / 1 is also 
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wf,lkl)' 1 d and , th r f re , an~o t be in du ality with / 00
• Consequently , L(K) is 

ctense in 1•. n the . th r ~and , s1:'1ce, by ass~mp tion , the elemen ts of loo are continu-
~ fun ti ns n l K) ~ 1 

1 
~ H (m th ~ metnc 11 · IIH), they are continuous functions 

tht' 1 sure f K m / tn the metnc II· II 1 (if x E L(K) and x ---+ x in th a1,o on r " ,, e norm 
of /1• then tJie lue on the eleme nt x E /

1 
of arty func tion al y E /°" is equal to the limit 

11 ... (x . \I . By tJ1e same toke n , the set L(K) cari be assumed to be closed in 11 and co _ ua11•n · . I , n sequentI it in ides w1~ l . But o_n /
1 

w_ith the metric ll·IIH (for which llek(w)IIH = ak , 
... - e is ilie A1.h coordma te functional , 1.e., H 3 ek # (0 0 . .. 0 1 o ) E 11) t 'llu•u" l , , , , , , . . . , no 

• oo 1· f . ~ ll·IIH all elements m / are con muous unctions ; 1or example, ek ~ o, but , if Y = (1 , -l, 
l , -1. ... ) E /"", then (e k , Y) does not co nverge to a limit. With this, assertion 1) is proved. 

_) n,e space H of all measurable linear functionals on (c0 , -y) does not contain a 
set K such that (c0 , -y) is precisely the set of all linear f orms that are bounded on K. 
Indeed, in ilie opposite case c O would be the space dual to L(K) , the latter equipped 
with ilie norm dual to the norm of c O, while c O is not the dual of any space (its unit 
ball does not contain extreme points , whereas the unit ball of any dual space is com­
pact in the weak topology and therefore contains extreme points). 

We now consider the space (/
00

, -y) x (c0 , -y). From 1) arid 2) it follows at once 
that the space H EB H of all measurable linear functionals does not contain a subset K 
for which (l°", -y) x (c0 , -y) coincides with the set of all continuous or with the set of 
all bounded (measurable) linear forms on K. 

S. Thus, if we do not assume that the space B is reflexive, then the unit ball 
YL C H of L does not permit the description of the linear forms in B in some standard 
way, even under the assumption of completeness (the Banach property) for B. The set 
of all linear forms that are bounded (or bounded measurable) on VL can be (though 
not necessarily, even in the nonreflexive case) considerably broader than the set of all 
cmtinuous (in the metric 11 • IIH) linear forms (in the norm dual to the norm of B each 
bounded form is clearly continuous). However, it turns out that continuity (in the met­
ric II· IIH) and boundedness are "extremal" properties . We prove that the space Bis 
enclosed (with respect to inclusion) between the spaces of all continuous and all bound­
ed forms on VL. 

PROPOSITION 3. Suppose that a Gaussian weak distribution is given on the Ba­
llllth space B by the inclusion L CH. Then B consists of linear forms that are bound· 
td on VL, and it contains the set of all linear forms that are continuous on VL c H 
With respect to the metric II · IIH• 

PROOF . The first assertion is trivial (it means that B CL*) . To prove the sec­
ond one, we use a theorem ( [9 I] , Chapter VI, §I, Proposition 2) saying that if two 
linear spaces (L, B) in duality are given, and A is a weakly closed bounded SUbset of L , 
then a linear form y on the linear span L(A) belongs to the completion of B with re­
lpect to the A-norm if and only if y- 1(0) n A is closed in the topology a(L, B). ~ 
oUt case the role of A is played by the unit ball VL, and if Y is a linear form tbat is 
COntinuous on V in the metric II · II , then Y-1 (0) n V L is closed in L in the Hilbert 
-nn- L H ) · · th ...,uu, and, along with this, in the topology a(L, B). Indeed, a(L, B maJonzes e 
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topology a(L, H•) (since 11• C B), and the latter is the weak topology of th . H 
[ 

e ilhcrt 
space H which coincides on totaUy bounded sets see Remark 7) after Prop . 1 , . . _ osit on 21 
with the topology generated by the Hilbert norm, so that y 1 (0) n V whi' ·h 1 . . . . . /, ' c s cl OSe 
in VL 111 the Hilbert norm, 1s also a(L, B)-closed, and 1t folJows from the nor d 

pleteness of B that y E B. • 
m com. 

REMARK . ActuaUy, in solving the problem of extendibility of a weak dist 'b . 
Tl Ullon 

to a measure in the Banach space B it suffices to assume that B consists only of 1. inear 
forms that are measurable on VL (Borel linear functionals) [see Remark 11) after Pro . 

osition 2]. The set of linear functionals in B that are Borel functions on V c H . alp 
L IS • 

ways a norm closed (and even sequentially weakly closed) subspace of B. 

We summarize what has been said. Suppose that we are given a Banach space 8 

and a Gaussian weak distribution on it determined by a continuous linear mapping (we 

can assume it is an imbedding) of some set L of linear forms on B (which can be as­

sumed to be sequentially weakly complete) into a separable Hilbert space fl of Gaussian 

random variables. We regard the unit ball VL C H of L as the parameter set of a Gauss­

ian random process. If the realizations of this process are unbounded with probability 

1 (or at least with positive probability), then by the same token they do not belong to 

B with probability l, i.e., the Gaussian weak distribution does not extend to a count­

ably additive measure in B. Conversely, if the realizations of a process are continuous 

in the natural metric on VL with probability 1 (or at least with positive probability), 

then the weak distribution extends to a Gaussian measure in B. Moreover, if Bis the 

dual space of L (with the norm induced by the duality (L, B)), or the subspace of the 

dual space of L consisting of all linear forms that are bounded on VL and measurable 

with respect to the a-algebra ijH on VL induced by the imbedding VL C fl, then the 

question of extending a Gaussian weak distribution to a measure in B is equivalent to 

the question of boundedness of realizations of a Gaussian process with parameter set 

VL. Therefore, the basic problem considered below is the problem of boundedness of 

realizations of an arbitrary Gaussian process with zero mean. In passing we also obtain 

some additional conditions for the continuity of the sample functions (besides the fact 

that each condition that is necessary for boundedness is also necessary for continuity, 

and each condition that is sufficient for continuity is also sufficient for boundedness: 
· norm· 

every linear form defined and measurable on the whole Banach unit ball VL is a 

continuous linear functional and, in particular , is bounded on VL). . 

Thus, we are interested in the class of subsets K of the Hilbert space H havtng 
. . K I as realiza· 

the property that a Gaussian random process wtth natur al parameter set 1 f 

tions that are bounded in modulus. This property, and with it also the whole class 
0 

K E GB means 
subsets having it, is caJled GB, following Dudley [25). In other words, . 

2 or P' that is iso· 
that any subset of a Gaussian subspace fl of the Hilbert space L (.f2, u., , - f 

metric to K is structu rally bounded from above and below in the space S(.0, el, P) 
0 

true· 
all measurable functions (in such a case K is also bounded in L 2 

) . In fact, the s 

tural boundedness of K means that there exists a modification of the process K for 

which the set {x(w) : x EK} is bounded for almost all w En. 
. . that are 

A subset K c H corresponding to a Gaussian process with realizations 
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dcd and continuous on K in the natural (induced by H) topology is 8• 'd t h boun . a.i o ave 
Ge Property. By definition, each CC-set is a GB-set However the . the . . · , converse 18 

'f e E H ts an orthonormal sequence in a Gaussian space the false: 1 k , n 

K = {(2 · In kr 112 ek } E GB, 

but K ff GC (the paths of the process K are bounded with probability I, but, with 

probability I, 
Jim inf{- ~ I ek(w) 112 1 

v2Jnk f ~ ' 

while (2 . In k )- 1 /2 e k ---+- 0 in the natural topology on K ). 

Tite basic aim of the immediate investigations is to find conditions permitting us 
to judge from the intrinsic geometry of the set K whether the property K E GB is sat­
isfied, or, what is the same, to judge from the geometric properties of subsets of a Gauss­
ian subspace H C L 2 whether they are structurally bounded. 

§ 2. Problem of the size of a convex solid angle 

in Hilbert space and the inf utlte-dirnensional Cauchy distribution 

I. We reduce the problem of verifying the property K E GB to the problem of 
the size of a certain convex solid angle in Hilbert space, which enables us to obtain an 
equivalent geometric reformulation of the problem of bounded realizations and several 
important inequalities for the Gaussian measures of convex sets that reduce to conven­
ient conditions in terms of the e-entropy of K. 

A Gaussian process is determined by the intrinsic geometry of the set K and its 
distribution in the Gaussian space H C L 2 (n, P). However, the GB property is easily 
seen to depend neither on the isometric transformations of K (since they are the ad­
joints of measure-preserving transformations of the space {n, P)) nor on translations 
(since a translation is an addition to each of the random variables appearing in K of 
some single random variable). There arises the natural desire to give a characteristic of 
the GB property in terms determined only by the intrinsic geometry of K. This char­
acteristic will be shown to be simultaneously a characteristic of every cone in Hilbert 
space whose polar cone has positive measure (precise definitions are given below). It 
turns out that the class of GB-sets coincides with the class of sets having a finite Min­

kowski mixed volume h 
1 
(K) of the first degree of homogeneity. 

The more detailed investigation of the properties of the functional h I to be car-
ried O t l . . • ·al h t istic of it that u ater perrruts us to obtain an important and nontnv1 c arac er 
relates t h . . . f 1..: f tional on the class 0 t e fuute-dimensional case: the monoton1c1ty o tius unc · . 
of pol h d . h f sponding edges. This Y e rons with respect to comparison of the lengt s o corre 
monot · • • t f the magnitude of onictty property allows us in many cases to get est1ma es 0 

h (K) b . h (K) be calculated ( ree-
l Y comparison with those simple sets for which , can 

tan l f • • thogonal vectors of gu ar parallelepipeds) or well estimated {finite sets O pairwise or 
eq al I . . • d' ·onal Cauchy mea-u ength). The basic tool of the investigation 1s infimte- imensi . 
sure hi . h sitivit of the measure of a solid 'w ch, m turn, arises from the problem oft e po Y 
angle polar to a given one. 
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F. all we formulate a criterion for the continuity of realizations of a G . 
in y, . . . auss1an 

K . e for the validity of the cond1t10n K E GC, rn terms of the functio aJ 
process , 1. . 1 

. . . . n h 

( 
. t f the Cauchy measure).( ) From this general cntenon, which is diffi 1 

or m erms o 1cu1t 

l d. ti as for the GB property, we derive a convenient (for checking) 
to app y irec Y, E-en. 

dit . that is necessary for GC-sets, but not necessary for GB-sets (th 
tropy con 10n e E-en. 

fficient conditions available for the GB property are at the same time suffi . 
tropy SU I . ICJent 

also for the GC property). This €-entropy language for checking the GB (or GC) prop. 

erty turns out to be very successful, as was mentioned in the Introduction. Nevertheless 

as examples show, an exact criterion for the verification of the GB property, as well~ 

for the verification of the positivity of the measure of a solid angle, cannot be formu­

lated in terms of €-entropy. 

2. we proceed to the problem of the measure of a solid angle in a Hilbert space. 

We consider closed convex cones with vertices at zero in a Hilbert space, including 

"wedges", i.e. cones containing linear subspaces not coinciding with the whole space. 

We first consider the frnite-dimensional case. We can assign to each cone in the finite­

dimensional Euclidean space R" its measure : the measure of the solid angle, equal to 

the measure of the intersection of this cone with the surface of the unit ball with re­

spect to the normalized spherically invariant measure on the surface of this ball. In in­

finite-dimensional Hilbert space there does not exist a spherically invariant measure on 

the surface of the unit ball (see, for example, (30] ), but, for example, it is clearly nat­

ural to assign to each polyhedral cone (wedge) formed by the intersection of a finite 

number of closed half-spaces the "measure" possessed by the orthogonal projection of 

this wedge onto the orthogonal complement of the largest linear subspace contained in 

this wedge. For example, if we consider the cone formed by the two half-spaces {y: 

<x 1 , y) ~ 0} and {y: (x 2 , y) ~ 0}, then it is natural to take the number 1/2 - (2nT1 

· arccos ((x 1 , x 2 )/(llx 111 • llx 2 II)) to be the "measure" of the solid angle obtained by in· 

tersecting these half -spaces. If we now defrne the size of an arbitrary closed convex 

solid angle as the infimum of the "measures" of the wedges of frnite defect containing 

it, then we obtain an additive (but not countably additive) function defined on the col• 

lection of closed convex cones and their finite unions. This "measure" is invariant with 

respect to orthogonal transformations but, of course, not with respect to arbitrary isomet· 

ric transformations of the Hilbert space into itself; and, therefore, the magnitude of the 

" "f n1 
measure O a convex cone (or its intersection with the unit sphere) depends not O Y 

on its intrinsic geometry' but also on its position in the containing Hilbert space. It is pos· 

sible, however' to state the problem of the "measure,, of a solid angle in such a way that 

't · d · but 
1 s magrutu e remains dependent only on the intrinsic geometry of the particular set, 

not on the character of its imbedding in the containing space. 

(
1

) The original version of the theorem 011 e-cntropy criteria 11211 WIIS obtained without 

the help of mixed volumes . However, the method used In ( 121) ls In essence b11scd on the use 
f th · f · ' • t con· 

o_ e properties o the functional II 1 (K); a cle 11r separation of it is useful (even if we do no 

sider the monotonicit~ theorem obtained for it, which is u curiosity in itself) (see (125), an!~}. 

(131). where, in particular, the author notes the relation h (K) = (21r)l/2 . E sup {x(w) : x { ( ): 

so that the monotonicity property of h 1 is precisely equivufent to the monotonicity of E suP ~ :). 
x EK}, which was proved independently by Chevet ( 19 I: see also I 33 I and Proposition I 4 belo 
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turn to the ftnite-dimensional case. On the surface ~ r th . We re " £ o e unit baU v . ional Euclidean space we consider the normalized measure m th t . . . £ .(!unens . a 1s invanan t In" 1 to all orthogonal transformati ons. Let F = R" be anotl . t11 respec . ier copy of n-dI-wl . al Euclidean space, whose elements serve as (continu ous) linear fun t· 
1 11s1011 . . . c tona s on 111e sponding bilmear form 1s denoted by (x y ) x E F y E £ 1 h fl . . tJ1e corre . . ' ' , · n t e tnt te-£, . 1 case it would be possible to Identify the elements of E and F b diotensiona . . . . . , u t we do 

tl. . thjnking ahead of the mfimte-d1mens1onal generalizations H . . t do 11s, . . • owever, It is ~o ase convenient to consider m the space F its intrinsic scalar product ( , ") 111 anY c . . . x 'x ' 
ls of whjch 1t 1s possible, for example , to measure the angles between . F by mear rays m . To each subset Q of the surface r, F of the unit ball in F, or, what is the same 

ch cone con Q in F, there corresponds a closed spherically convex subset ru. c '~ to ea 1 I.:! "£, or, what is the same, a closed convex cone con Q = (con Q)1, the polar with respect 
to dte form (x , y ): 

(conQ) 1.= {y:yEE, Vx x E conQ ⇒ (x, y)< O}. 

With what geometric characteristi cs of Q is the size of the solid angle of con Q1 
(i.e. the quantity mQ

1
) connected? From spherical geometry it is well known that, for 

example, in the case n = 3 the quantity mQ1 is equal to 1 /2 - p /21T, where p is the 
length of the perimeter of the spherical convex hull of the set Q c r,F (i.e. the inter­
section of the convex hull of con Q and the sphere r,F) . 

However, in the case n = 4 even for the simplest set Q consisting of four points 
of 2::F in general position, the measure of the spherical simplex polar to Q is not ex­
pressible in an elementary way (and , in general, at all simply) in terms of the pairwise 
angular distances between the points of Q. Even the calculation of the asymptotic be­
havior of the measure of a regular spherical simplex is not at all simple. 

An important property of mQ 1 as a function of Q is the fact that it is complete­
ly determined by the intrinsic metric of Q induced by the imbeddrng Q C r,F CF and 
does not depend on the dimension of the space F (while Q1 itself is defined only simul­
taneously with the fixing of the whole space R"). We mention also that if Q 1 C Q, 
then mQ1 ~ mQ1. 

In the finite-dimensional case (i.e., if Q is isometric to a subset of the unit ball of 
a finite-dimensional space), we have m{t = 0 if and only if the spherically convex hull 
of Q contains pairs of points between which the angular distance is arbitrarily close to 
ff, i.e., if and only if the closure of the spherically convex hull contains, together with 
some vector x , also the vector - x. 
e . Much more complicated is the question of estimating the measure of a_ pola~ an-

gl tndependently of the dimension n and thereby suitably for the infinite-dimenSional 
case when Q is a subset of the unit ball of the Hilbert space H == F. Our basic problem 
consists of d . . . f d · ·ng conditions on the eterm1mng such estimates, and, especially, o etermmt . . set Q fo th k.i · the infirute-dimen-. r e positivity of the quantity mQ1. Properly spea ng, m Sionat c f ru •t1 t mention of what ase we can state the problem of the positivity o m!.:! wt 10 u a sphe • all . . f hi h ts Q c k the con-dition nc Y mvariant measure is in this case, clarifymg or w c se F 
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inf {mQt : Q1 C Q, dim 01 < oo} > 0 

is satisfied (as was explained, it is not necessary to indicate each time in which space 

we are considering the measure m). The value of this infimum is the exact analogue 

of mQl for finite-dimensional Q. However, for our purposes it is useful also in the in­

finite-dimensional case to have a real (countably additive) measure m that is invariant 

with respect to rotations. Moreover, only an analysis of the specific properties of the 

infinite-dimensional distributions that do not exhibit themselves ( exhibit themselves on. 

ly asymptotically) in the finite-dimensional case enables us to find the approach to the 

problem that is presented below . 
3. As already mentioned, no measure in the Hilbert space H* of continuous lin­

ear functionals on F = H can serve as the "spherically invariant" measure m; however 
' 

we can regard as spherically invariant any weak distribution on H* whose characteris-

tic functional, which is defined on H, depends only on the norm II· IIH· Let (E, m) be 

a linear measure space given by such a spherically invariant characteristic functional. 

Each element of His a measurable linear functional on (£, m). We show that (con Q)1, 
as well as mQ1, where QC "i:,H, can be correctly defined also in this case. For this, it 

suffices to set 

(con Q)1. = {w: (sup {x }) (w) <; 0}, 
.xEQ 

where the sup is taken in the sense of the usual partial order structure on the set Sm 

of all measurable functions. [By the Minlos-Sazonov theorem, we can also choose 

some concrete extension B of H* in which the weak distribution extends to a measure 

m, and manage with the help of those elements of H (forming a dense subset of H) 

that are continuous functionals on B.] The spherical invariance of m means, in particu­

lar, that each orthogonal operator in His the adjoint of some automorphism of the lin­

ear measure space (£, m). It is also natural to call this automorphism an m-orthogonal 

transformation of (E, m). In the case of a concrete realization (B, m) an m-orthogonal 

operator is defined only on a linear subspace of the Banach space B having full m-mea· 
sure. 

In the finite-dimensional case it is natural to call the measure mE concentrated 

on the surface "i:, of the unit ball an elementary spherically invariant measure. Any 0ther 

spherically invariant measure m can be obtained by means of mE in the following way: 

co 

m (A) = ~ mr. (aA) a (da), 
0 

where o.(da) is some Borel probability measure on [O, oo). If we consider the (measur· 

able) decomposition X of a finite-dimensional measure space (£, mE) into the rays go· 

ing out from the origin (it is assumed that the zero point does not have positive n,ea· 
sure), then the conditional measures on the rays are obviously 8-measures concentrated 

at unit distance from the origin, i.e., the decomposition A is equivalent to the deconipo· 

sition into points, and for "X the conditional measures on the rays of (£, m) with an ar· 

bitrary spherically invariant measure are the measures o.(da). 
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In the infrnite-dimensional case the standard Gaussian measure plays the same 

ng the spherically invariant measures as the measure mr. in the finite dime role arno . n-
slonal case. 

27 

PROPOSITION 4. Let (E, m) be a linear measure space, and m{0} = o. The de­
'tion \ of (E, m) into rays is measurable. compos1 

PROOF . The decomposition A is equal to the product of a countable number of 

ble decompositions into pairs of half-spaces. • measura 

PROPOSITION 5. Let (E, 'Y) be a linear Gaussian measure space. Then the de­

composition \ into rays is equivalent (in the sense of equivalence of measurable decom­

positions of Lebesgue spaces) to the decomposition E into points, i.e., the conditional 
measures on the rays are o-measures (at some point of each ray). 

PROOF. We realize the space (E, 'Y) as the space (R 00

, 'Y 0 ), where R 00 = { (y., 

Yz, ... )} is the space of all numerical sequences, and 'YO is the standard Gaussian prod­
uct measure. For almost all elements of R

00 we have 

II 

l. 1 "'1 2-1 imn~Yk-• (1) 
l 

but on each ray this equality cannot be satisfied at more than one point. The point at 
which it holds is the support of the conditional o-measure. • 

COROLLARY 1 (Schoenberg's theorem [106]). For the function F(r), r ~ 0, 
to be a positive definite function in the n-dimensional space Rn = {(x 1 , ... , xn)} for 

any n, where r = (xi + · · · + x~) 112 , it is necessary and sufficient that F(r) admits 
the representation 

co 

F (r) = I e-ur'a (du.). 
0 

Indeed, a(du) must be taken to be the conditional measure on a ray for an (in­
finite-dimensional) spherically invariant measure with characteristic functional x(h) = 
F(llhllH)· 

A direct proof of Schoenberg's theorem takes several pages of calculations (even 

in the simplified presentation in [1] ) . 

COROLLARY 2. Any spherically invariant measure m can be represented in the 
following f onn: 

co 

m (A)=~ ," (A) ct (da), 
(2) 

0 

Where "'o(A) . . • d b th characteristic June-
• 1 = 'Y(aA) zs the Gaussian measure determine '.Y e 
tiona/ X(x) = exp (-(allx11H)2 /2). 

(This is essentially a reformulation of Corollary 1.) 
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II , HAMIii.i •: l•' IJN( ''l'IO NM ()I I 1(/\NIH )M 11 1(0c' gRRfl.fl 

4
. W r tuni 10 lh probl 111 of' lh 111 1111ur of II Nolld ungl . fl ls much more 

k I wllh subs 1s Q of th unll Rph ro n11d llio pulur11 Q1 and 
'Ollllllllll I ti wor , 110 ' 

Q) 1 1
, 11 l(I lh con s th y spun, but wllh 11rbllrnry suh11ots of tho lllllio t 

( ·on l) IOIII Ill - r 

I I 1 (fur funcllo11ul u1111lysls) polars uf Lho111. Wo lram1fon11 the l)roh 
spa ·o llllt I 10 USllU ' , • 

. 1 ill lly uf 1h 111011s11ro of II polar solid a11glo, lormulallng ll In newt 
10 111 lll I 10 pus v orrns. 

Let F b II 
I lllborl spuco (possibly 011llo-dl111cnslo1111I) und Q u set on Its u1111 sphere. 

Lot fo bo c111 nrbltrury unll voctor In F for which 

(/ 0 , .1:) fl \foru11y :r(:()C~,.. (3) 

(if Q has II center of sy111111etry, ll Is natural to take It 1.0 be lo). 
In F wo consider the hyperplane // 0 = {x: x - F, (x, lo) = 1} tangent lo r,F at 

/
0

. We assign to the set Q the set K = K(Q) of central projections of tho points of Q 

onto the hyperplane // 0 : 

/( (()) = {.x: :ct 1111, :IJ/lxlr' E ()}. 

The set Q = Q(K) is identically reproduced by K. We remark that con K(Q) = con Q. 

ln the Gaussian measure space (/:', -y) we now consider the hyperplane E'0 = {w: 

w E £, ( /
0

, w) = - l}. (This is a proper definition in the infinite-dimensional case, 

because the decomposition of(£, -y) into hyperplanes parallel to £ 0 is measurable, and 

it is easy to write out explicitly the characteristics of the conditional Gaussian measure 

on each one-parameter family of such hyperspaces.) Next, let 

If~ = {rn: 10 E //*, ( / 0 , w) = - 1 }. 

It follows from (3) that each ray lying in (con Q)1 intersects £ 0 . 

We now construct the central projection rr along the rays of the whole half-space 

E' = {w: (/ 0 , w) < O} into the hyperplane £ 0 . Each ray lying in this half-space inter· 

sects E O, and therefore we can consider the image -yrr- 1 of 'Y (more precisely, the part 

of it that is concentrated in £ 1
) under the mapping rr. Obviously, 

"{ (con Q).L = ji: - 1 ((con (})L n En)· 

On the affine space HO we now consider a new linear structure compatible with 

the affine structure already there, taking fo as the new zero point. In other words, if 

x 1 1 X2 E Ho and +o and · o denote addition and mutiplication by scalars in the new 

sense, then 

CX1 • o·X1 + oC"I. ~ • o·T. J = al (.x 1 - /o) -1- C"l.2 (:c2 - f o) -1-f o· 

Similarly' we introduce a new linear structure in E, taking as the new zero point a vec· 

tor Wo.E Ht for whi~h llwollH. = 1. The linear spaces H
0 

and Ht become Hilbert 

spaces tf they are equipped with the norms 

11,x 11110 = II x - lo II, II<•> l/11;: = // 1' 1 - 11101111 •• 

The Hilbert spaces HO and H; are in a natural duality defined by the bilinear form. 

<x, w>o = <x - fo, w - wo>, and we can regard the elements of H as measurable lin· 

ear functionals on (Eo, -yrr-•). We use the notation Ao for the pol~r of the set A in 

~he sense of the duality (Ho, H;). If A c Ho, then, as shown above, the following set 

ts well defined: 
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A = {m: .l", <•1/ 0 ~ 1 for :r f/1 }. 

Now let Q C Lp, K = K(Q). Then 

K = {(n: 11>{:Rl '' .r, <
11 

11<: 1 for x (:K} 

= {w: wt h'u, ·.1-· - / o, <•> - O)o) ~ 1 for .x E: K} 

r,• / • /! = (<o: (I)(: 1.!,(, t .r, (I) - O• ll) "/ - ( :r (t\ " -1_ / j . < 1 
, , · • O/ 1 , 1,, <•l<v '~: , xf K } 

29 

= {<•l : (I ) EE,.,, ( :r, 0)~ "-: () \ for :c EK } = Eon (con Q).L. 

Thus, the polar K' of an arbitrary set K CH O coincides with the intersection of 

(con K)1 with the space (hyperplane) £ 0 ; therefore, to find the r-measure of (con Q)l 

it is necessary to find the (rrr -
1 )-measure of the polar of K = K(Q) c H

0
. 

It remains to describe the measure 1</2 = rrr - 1 on £ 0 . If w E £' , then rr(w) = 
-w/(/

0
, w) . We represent E' in the form of a direct product, 

assigning to the element w EE' the pair (w 1 , A), where w 1 = w + w 0
(f

0
, w) and 

). = -(/ 0 , w). 

If w = (w 1, A) E £ 1 x R+, then rr(w) = (w 1/A, 1) E £ 0 ; moreover , w 1 has a 

normal distribution that is orthogonal to the projection of the standard distribution r, 

and A is independent of w I and has the distribution of the positive part of a one-di­

mensional standard Gaussian variable. It is well known (see, for example , [37) , §24, 

Example 4) that the ratio of a standard multidimensional normal variable to a one-di­

mensional standard normal variable ( or its modulus) that is independent of it has a mul­

tidimensional standard Cauchy distribution; consequently, the distribution K-/2 on E I in 

any finite-dimensional case, and hence in any case, is described by the characteristic 

functional 

j 

Y..,1,-. (x) = 2 exp (-II x lln)• x E Ho. (4) 

The coefficient 1/2 in front of the exponent appears because, in the sense of our defi­

nitions, the measure -yrr- 1 = 1</2 is not a probability measure, but a "semi-probability" 

one, i.e., KE 1 /2 = I /2 (the measure of a convex nondegenerate solid angle is not great­

er than one-half). By exact analogy with the finite-dimensional case, we call the mea­

sure K having characteristic functional 

Xx (x) = exp (- II x 1111), x EH, 

a Cauchy measure also in the infinite -dimensional case. 

We summarize what has been said in the following statement. 

(5) 

PROPOSITION 6. Let (E, -y) be a linear Gaussian measure space, and H the Hi/-. 

bert sp 1 . . ( ) L Q b a subset of the umt 
ace o all measurable linear functionals on E, 'Y • et e 

!here r,H of H, /
0 

E Q a vector such that (x, fo)H > 0 for all x E Q, and K _= K(Q) 

~Hon con Q where H = {x: (x f.) = 1 }. Consider a Cauchy process with natu· 
, . ' 0 'OH H h 
· 'al Parameter set K that is isometric to Kand located in the Gaussian space 1 sue 

1 
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that the zero point of H 1 co"esp onds to the p~int f 0 EK , i.e... a random Process~ 
characteristic fun ction is given on HI by (5), wt th H replaced by H 1 • Then the 111 of the solid angle (con Qf is equal to one-half of the probability that realizations7 
such a Cauchy process do not exceed one : 

1 (co n Q)- = ~ "/.K;. 

The proof of Proposition 6 was given above. 
ln the following we use the notation H both for the space of measurable linear 

functionals on a Gaussian measure space , and for the space of measurable linear func. 
tions on the space with the corresponding Cauchy measure ; in this second case the Hi}. 
bert norm in His , of course, not the trace of the norm in L 2 , since H n L 2(£, K):: 
{O}, but it is identically reproduced by the characteristic functional of the Cauchy mea­
sure according to (5). 

§3. Cauchy measure and Gaussian measure 

1. As does any spherically invariant infinite-dimensional measure, the Cauchy 
measure admits the representation (2), where cx(da) is the conditional measure on a typ­
ical element / of the decomposition of the space (£, ") into rays , and the scale on the 
half-line {a } = I= R+ is chosen so that the conditional measure of the countable-di­
mensional normal spherically invariant distribution 'Y is the o-measure at the point l 
(see Proposition 5) . This choice of scale on the ray / is called standard (with respect to 
the measure -y). We determine the concrete form of the measure cx(da). 

PROPOSITION 7. For any measurable set A c (E, K) 

co 

% (A) = ~ ·t (A) p (a) da, 
0 

where 

p (a)= J/1 a~ exp (- 2!2), 
and the Gaussian measure -y0 has the characteristic functional 

X10 (x) = exp ( - { (a II X ~rl). 
PR OOF . The following identity can be verified directly : 

exp (- , ) = <~ oxp(- ~ (ra)J)(J ~ 
0

~ l'XP( - ~:J) dJ. 

Indeed, denoting the right-hand side by y , we find thut 

Y' = - r J/1 J ox 11 ( - y( r :,)2)oxp (-
1
!t ) do 

and, after the substitution a= 1/n, we get that 

(6 
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CX) 

y1 ==- V; .~· oxp ( -{-:1~)exp (- ½-:ir:i)_1! d, = - y . 
0 (9) 

Obviously, y == 1 for r = 0, and this , together with (9), proves (8). But , since 
(-(allxll) 2 /2) is the characteristic functional of the Gaussian measure 'Yo, and exp h · · f · al exp (-llxll) is the c aractenstlc unction of K, this identity (8) is precisely equivalent 

to the equality (6) of interest to us . • 
The density p(a) is thus the density of the conditional measure on a ray for the 

Cauchy measure K. However, we might expect this result, if we recall that the Cauchy 
measure characterizes the distribution of the ratio of a standard infinite-dimensional 
Gaussian variable to the modulus of an independent standard one-dimensional Gaussian 
variable, and on almost every ray the infinite-dimensional Gaussian variable is constant 
(Proposition 5), its value being used for choosing a scale of the ray. But the density 
p(o) characterizes exactly the distribution of the variable I ~1-1 , where ~ is a standard 
Gaussian random variable. Henceforth, we say that the Cauchy measure K is standard 
with respect to the Gaussian measure 'Y if the characteristic functional of K has the 
form (5), where llxllH is the usual norm of the function x( •)EH in L 2 (E, -y). 

2. The expression for the conditional Cauchy measures permits us to get useful 
and simple estimates connecting the Cauchy and Gaussian measures of convex sets. 

PROPOSITION 8. Let Q C (E, K) be a measurable subset that is star-shaped with 
respect to zero, K a Cauchy measure on E, and 'Ya Gaussian measure on E with respect 
to which K is standard. Then: 

1 
1) Q::?: 1.Q-q 

1 ~1-q' where q= V; ~exp(-~ t')d,~0.3174; 

2) 

0 

1 1Q<:-xQ. q 

PROOF. Let X be the measurable decomposition of (E, 1<) into rays, and let 1</X 
and 'Y/'A denote the measures on the quotient spaces (E, 1<)/X and (E, -y)/X. Obviously, 
1</'A:: 'Y/'A. Let IE X be an arbitrary ray, and u(Q, I) the length of the segment I n Q 
in the scale that is standard with respect to 'Y· By the definition of conditional mea­sures, 

1Q = (1/Z) ({l: u (Q, l) > 1 }), 

from which we find that 

xQ= ~ + 
{I : u~J} 

~ < 
{l: u>l} 

1 00 

~ d (x/A} ~ + ~ d (x/Ad ¾ 
{u ~ J} 0 {u> J) 0 
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~ f V 2 _!_ exp (2\) d'J · ( 1 /i,) ( { u ~ 1}) + ( 1 /i,) ( { u > 1}) --.::::: j 'it 0 2 a 

0 

- Q - q =(1- ,Q) q+ ,Q ⇒ ,Q ~ 1- q • 

Similarly, 

1 -

xQ ~ ~ d (1/i,) ~ l/ ! c12 exp ( 2!2) do = q-rQ-• 
{ u~l} 0 

3. The "geometric" origin of the Cauchy measure K leads to the circumstance 
that is is frequently more convenient to get estimates for it than for Gaussian measure. 
At the same time, the problem of extending a Gaussian weak distribution in a linear 
space is equivalent to that of extending a Cauchy weak distribution. 

PROPOSITION 9. The zero-one law for linear subspaces is valid for any spherical­
ly invariant measure m (i.e., Proposition 1 holds with the measure m substituted for r ). 

PROOF. Since a linear subspace is invariant with respect to homotheties, any lin­
ear subspace £ 1 C (£, m) either has the property -y0 E 1 = 1 for any a> 0, or has the 
property -y0 E 1 = 0 for a > 0, and the required assertion then follows from the repre­
sentation (Corollary 2 to Proposi t ion 5). • 

PROPOSITION 10. Let V C (£, K) be a measurable set that is star-shaped with re­
spect to zero and such that K U ;= 1 n V = 1. Then KV> 0. 

PROOF. If" V = 0, then u(V , l) = 0 for (1</A)-almost all 1, and, since u(n V, I) 
= nu(V , 1), we would have" U~ nV = 0 (see the formula for the condit ional Cauchy 
measures) . • 

COROLLARY. If V CE is a convex subset containing zero, then the condition 
-yL(V) = 1 is equivalent to the condition KV> 0. 

4. Finally, we mention another useful property of a Cauchy measure : its special 
kind of monotonicity with respect to the measures of the polars of sets subject to a 
certain class of transformations. Originally this property permitted one to establish €­
entropy conditions without using the concept of the mixed volume h (121] (in con· 1 . h ro~ trast to t e method of presentation used below). In the sequel we prove the mono 
city of hi (K) with respect to the same class of transformations which makes it possible 

' not to use the monotonicity of the Cauchy measure. Therefore, we give the corre· 
sponding assertion here without proof. It is proved with the help of a theorem of 
Schlaefli more simply than the monotonicity property of the functional h 

1 (Theorem 
2). 

PROPOSITION 11. Let A, B C H, and suppose that there exists a ,napping ,J, of 
A onto B such that for f, g E A 
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(/ . g ) I I ~ (tj,/ , tj,g) f--I 

01 / 11~ ' I)' /, (ii g 112 + f )' /, ---::::: (II tj,/ 112 I- 1 )011 (II <j,g 112 + I )' /, . 

§4. The GB property and mixed volumes 

I. We recall that the Minkowski mixed volume of the first degree of homogeneity 

nvex bounded subset K C Rn of n-dimensional Euclidean space is defined (se 
for a co ( ) e, 

P
ie [ J 4]) to be the coefficient w '!_ 1 = w<n) 1 (K) of En - 1 in the expa • . for exam , . n n- ns1on m 

of E of the quantity powers 

W (K, e) = vol,, (K + e V) = wf,11
> (R) + ewl11

> (K ) + ... + e"wi"l (K) (IO) 

(which is a polynomial of degree n), ~here Vis the unit ball in Rn, and voln Q denotes 

the (n-dimensional) volume of Q. It 1s natural to consider the functionals w~n>(K) to 

within a multiplicative constant, and then the concrete form of the set V ceases to play 

3 role. Another definition of the functional w~11)(K) , 0 ~ i ~ n, is the following: 

w~"l (K) = ~ vol,._, PrL K ch, (11) 
o:-i 

where PrL K is the orthogonal projection of K onto the subspace L C Rn, L runs 

through the set of all subspaces of dimension n - i , and r is a measure on the corre­

sponding Grassmann manifold G~-; that is invariant with respect to the transformations 

adjoint to the orthogonal ones. 

We are interested in the functional an w~~ 1 (K), an = const , of the first degree of 

homogeneity, henceforth denoted by h 1 (K), where we choose the normalizing factor 

an so that, for a rectilinear segment /, the value of h 1 (/) is equal to its length. With 

this normalization the value h 1 (K) for any finite-dimensional convex compact set K 

does not depend on the dimension of the Euclidean space Rn in which we consider the 

set K, but is determined only by its intrinsic metric. We define h 1 also on arbitrary 

(not necessarily convex) finite-dimensional affine sets, setting h 1 (K) = h 1 ( conv K). 

For planar convex figures K C R 2 the value h 
1 
(K) is the semiperimeter; for a convex 

body KC R3 the value h 
1 
(K) is proportional to the integral of the mean curvature. 

In particular, if K is a convex polyhedron, then 

hl (K) = 2~ ~ (1t - cpk) lk, 
k 

Where lk is the length of an edge of K , and I{) is the magnitude of the dihedral angle 
at this edg . th . k all 1 t K be an arbitrary e, e summation runs over all edges. More gener Y, e 
convex polyhedron, and P. one of its vertices. We locate it at the origin of coordinates 
and 1 1 

..., Q~ = 1. We 
et Ql == con (K· P.) = U .., K a convex cone . We note that ~; m 1 

' I A_--+OO (\ ' • k 1 f 
now consider an edge P.P. and let K . be the orthogonal projection of K Wl

th erne 0 

dime · ' 1 11 . hi h is thus a ver-
nSion 1 and such that the line P .P . passes into the pomt P;;, w c ' ' 

tex of the polyhedron K ... Then, an~~gously to the three-dimensional case, 
1/ 

hi (K) = ~ z,
1
m (con (K,1 ; P;1))1., 

•• j 

(12) 
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II. " " 

I I I rl ·ulfv lnv11rlo11t Ill nuur , (Tit for11111la ( 12) ls ca11lly dcrlvcd di 
wh ro "' N t 1 11p 1 · ., 1 

rect, 

II 1 1 th ,11110 wt1 n K 111 u polyhedron ,) f or a ball V R" f 
ly frn111 ( 10 ), n PP . c 11 · ' ., n o Unit 

II, 1 vut,, or th "p. 11 mil:,,, d lcngU1 h 1 ( V,,) can be calculated . 
rndl11s the 11onn11 z ( ,,s 

I'(" :..! 1) -
• '1t (n 1) - -- ......, y ·rcn (n / 1). 

/,, 1 (V,,) v (") I'"]" 

h >r u purullcleplpcd K R" the vuluo of h 1 (K) l11 the sum of the lengths of all 

the dgcs, 111111iipllcd by 2 1 · " (I.e ., the sum of the lengths of the edges forming a max. 

inrnl sci of palrwlse pcrpc11diculur edges) . 

2. we can now doflne tho value of tho functional h 1 (K) for subsets K c fl of 

1Ln infinito-dhnonslonal I lllbort space II, settin g 

h1 (K) = Sllf) h1 (K'). 
I<.' K, (llrn L ':(K ' ) <co 

PH l'OS ITI O N I 2. h 1 (K) = h 1 (K) for any K C H. 

The proof follows from the fact that any finite-dimensional set K I C K can be 

approximated by a finite-dimensional set K; C K . • 

PR Ol'OS ITI ON 13. l et KI C K2 C . .. , and K = u~ Kn. Then 

hL (K) = lim h1 (K 11). 

PROO F. By Proposition 12, it suffices to prove that h 1(U~ Kn)= lim h 1(Kn). 

We fix an arbitrary e: > 0 and choose a finite-dimensional set Ke C K such that h 1 (Ke) 

> h 1(K) - e:. Without loss of generality we can assume that all the sets Kn, together 

with K , arc convex. We consider the expanding sequence of finite-dimensional affine 

spaces L I C L2 C · · · spanned by the corresponding sets Kn. The set KE is contained 

in some space Ln ; consequently 
0 

Jim h1 (I<, nL ,,0 ) > h1 (K,) > h1 (K) - e. 
( 

By the obvious monotonicity of h 1 with respect to inclusion and the arbitrariness 

of e:, we get the desired conclusion. • 

We menti on several of the simplest prop erties of the functi onal h 
1

• 

1) Homogeneity of degree l (obvious). 

2) Additivity with respect to algebraic addition: h
1
(r,, K,) = r,

1
1,

1
(K,) (the ad· 

ditivity is proved in the same way as for the flnlte-dlmenslonal case). 

3) Lower semicontlnulty (Proposlllon J 3). 

4) Upper semicontinuity in the finite-dimensional case: If R'' :) K 
1 

:) K2 :J · · · 

and K = nKn, then h 1(K) = Jim h
1
(K,

1
) . 

ln the infinite-dimenslonal case we have only the inequality and it is possible to 

give an example in which < holds. 

EXAMPL E. Let Kl C H, Ki = {±(2 • In nr •12en, n = 1, . . . }, where {e,.} is aJ1 

orthonormal sequence in the Hilbert space H. It will be shown that K E GB, and, 

therefore, h 1 (K) < 00
; however, K <f. GC, and from this, as will be shown, it folloWS 
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that if 
. I I A = -= (,., ... l - , 2 111 " Tl = /11, + 1, ,n + 2 , . . . } , 

I ( ,, ) , a 0. alth ough nm K m = and n . conv K = {O}. then r , r. m . . . . . "' . m 

3_ For, hat ~ !lows 1t 1s imp ortant to obtam a due ct exp ression , analogous to 
(I I) (for i = 11 - 1). f r the quantit y Ir 1 (K ) with tJ1e help of Gaussian measure . 

PRoPOS ITIO 14. Le t K C H wh ere Hi s th e Hilbert space of m easurable linear 
. no.ls 0 11 a linear Gaussian m easure space (£ , -y} Th en Junctw 

h, (K) = ~ ~ sup x (w) d1. 
0 .r,f: /\ 

PROOF . We first prove the assertion for a finite-dimensional set K c H . Let 
K c R", and let £ in this case denote the dual space of R" (another copy of R"), 
equipped with the standard Gaussian measure. For such sets we use (11). Let A be 
the decomposition of(£ , -y) into rays/ , so that w = (I , a), where w E £, /EA , and a 
is the distance from w to the origin . If e is an arbitrary unit vector in the Euclidean 
space Rn :::> K , then the length of the projection vol 1 Pr L K of the set K onto the line 
L running through e is 

sup (x, e) - inf (x, e) = sup (x, e) + sup (x , - e). 
x f:K xEK xf: K xE K 

Therefore, 

= ~ sup mll (dw) = ~ sup x (1, l) • (m.-::./A) (dl), 
8 ;z;EK E/'>.. 

where mr. is the spherically invariant measure on the unit sphere l: CE= (R")*. If 
now mis an arbitrary spherically invariant measure, and q(da) is the conditional mea­
sure on (almost) every ray / , then, assuming that J'; aq(da) = c < 00

, we have 

00 

~ sup x (w) m (dw) = \ (m.iA) (d'A) ~ sup x (a, l) q (da) 
x EK j K 

~ E~ 0 

CD 

= ~ (m/'i,.) (dl) sup x (1, l) ~ aq (do)= cw~~l (K). 
Bi'>.. 0 

In particular, for the Gaussian measure 'Y we get also that 

}'1_ (K) = a,,w~l (K) = en~ s~p x (U)) dj . 
E 

(13) 
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T find Ute vnlue of the onstan t c" it suffi ces t o take K to be a segment of lJ • 

• - 11 ·ti t t · nit l ngth. µln ed s mmetn cauy wt 1 respec o zero . 

a> l - x' 12: 

l = c,. i 2 I X I e dx, i.e . c,. = v 2r.. 
2it 

- a> 

11,e fa t t11at tlte normali zing constant does not depend on n permi ts us to as-
sume that the measwe 'Y in {l 3) is standard cowttable-dim ensional Gaussian for an fi y 1-

nite-dimensional K. If now K is an arbitrar y set and K 1 C K2 C · · · CK is a sequence 

of finit e-dimensional sets such that K C U ~ Kn , then h 1 (Kn) ----+-h 1 (K) (Proposition 

13) and t11e sequen ce of fwtctions {supxEKn x(w)} converges monotonically upwards 

to the fwtction supx EK x (w) ; therefore , 

COROLLAR Y. If (B, -y) is a Banach space with a Gaussian finite- or countable-di­

mensional measure, then h 1 ( VL) = (21T) 112 f B lly ll8 d-y, where VL CH is the unit ball 

of the space L, in duality with B, on whose elements the weak distribution is given. 

4. In parti cular , Proposition 14 allows us to get a lower estimate (by Cebysev's 

inequality) of the quantity -yK0 in terms of h 1(K), from which , by Proposition 1, it 

follows that the finiteness of h 1 is sufficient for the condition KE GB. For our pur­

poses it is especially important to get a sharp upper estimate of -yK0 

in terms of h 1 (K) 

(from which , in particular, the necessity of the finiteness of h 1 (K) for the condition 

KE GB will follow). 

We first study the problem of a "one-sided bound" for a Gaussian process (a de­

tailed swnmary of the known results is found in [109]), and we consider the class GB+ 

of processes whose realizations are bowtded above with positive probability. The finite• 

ness of h 1 (K) is trivially not necessary for the condition K C GB+ (as shown by the 

example of the process x,(w) = tx(w), t E [O, + oo), x(w) a Gaussian variable). How­

ever, we show that if the convex hull of K contains the origin of coordinates and rK
0 

> 1 /2 , then h 1 (K) < 00 , and we get a sharp estimate. With this aim, we determine for 

what kind of convex set K C R", 0 E K , -y nK 0 = p > O ( 'Y n is the standard Gaussian 

measure in R"), the maximum of h 1 (K) is attained . 

PROPOSITION 15. Let V C (R", 'Y n) be a convex subset containing the origin. 

Then 

:i. L
1 
Y,, (i. V) = n,,,V- ~ llx 11

2 dr ,,, 
f 

where II · II is the Euclidean norm in R". 

PROOF. If Tk ,'A. is the operator of dilation by a factor of A in the direction of 

the axis x k, then 
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from which, since 

we arrive at the desired conclusion. • 

COROLLARY. In the class ~n ,p of convex sets V C Rn containing the origin and 
such that 'Yn V == P, the minimum of (d/cD..)1-,.._= 1 "Yn(;\.V) is attained simultaneously with 
the maximum of J v llxll2 

d-y n· 

The next proposition is related to a lemma of Landau and Shepp [69]. The 
original preprint of Shepp [107] contained an error : the corresponding proposition 
was formulated for the class of centrally symmetric convex bodies; in this case the ar­
guments connected with the solution of the isoperimetric problem on the sphere are 
not applicable, and for the correction the path presented below was suggested. This 
path turned out to be close to the course of the arguments in [69] . 

PROPOSITION 16. Let mn r be the spherically invariant measure in Rn concen-
' trated on the surface of the ball of radius r, and ~ n ,r ,P the class of convex subsets 

WC Rn containing O and such that m W = p. Then for p < 1 /2 the maximum of n ,r 
the (nonpositive) quantity dm W/dr on the class !2 r P is equal to zero, and is at-n,r n, , 
tained at an arbitrary convex cone with solid angle of magnitude p, while for p > 1 /2 
this maximum is attained when Wis a halfspace (containing 0). 

PRooF. The first part is obvious. Let A == t::.(W, r) denote the boundary of the 
set W n {x: llxll = r} on the surface Lr of the ball. We define on A a function b(x) 
whose value at x E A is the minimum of the distances to the origin from the hyper­
planes passing through x and supporting W. Obviously, 

.!!:_ m W = - c I b (x) dmA, 
dr 11,r j vri - b2 (x) 

4 

(14) 

where dm~ is the "surface area" differential of the boundary A of the set W n {x: 
ll~II == r}, and c is a positive constant independent of the choice of WE !2,,,r,p· Ob~ 
Vlously, for any WE rt and for p > 1 /2 the value of b(x) at any point x E A 
W . n ,r ,P f t W E 18 not less than the constant value of the function b(x) constructed or a se 0 

511,r,p that is a half-space. Since a "cap" ([105] ' [1341) is the solution of the~soperi-
rnetric Problem on a sphere of arbitrary dimension, i.e., among all subsets WE n ,r,p 

the minimum of the integral J dm~ is attained at a set Wo that is a half-space 
{x· r ~( w ,r) . d th total magnitude of · ,x, Yo), a}, we get that for a layer both the integrand an e 
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th , ,. i·n (14) are minimized from which the desired statement follow e measure m A L.l ' s. • 
PROPOSITION 17. On the class !ln ,p the maximum off v llxll2 d-yn f or P ~ 1/2 

is attained for an arbitrary convex cone with center at 0, and f or p > 1 /2 this max;. 
mum is attained for a halfspac e Vo E !ln ,p· 

PROO F. Tiie first part is ~bvious. Suppos; that P > 1/~ an~ VE !ln,p• It fol. lows from Proposition 16 that 1f m,( V) - mr( J-?0 ) '=I= 0 , then this difference changes si 'or increasing r only one time, and from plus to minus (this is true for an arbitrary gn 1' 
. con. vex set v c R" containing zero, independently of the condition VE !ln,p). Moreover 

f v llxll2 d-yn = J; r2m,(V) dxn, where Xn is the conditional measure on a ray (the ' 
square of the variable having the distribution Xn has a X2 

distribution with n degrees 
of freedom); therefore 

co 

~ II X IF d,,, - ~ II X 112 dy n = ~ r2 
(mr (V) - mr (Vo)) dx,, ·< 0, 

V V0 0 

since J; mrCV) dxn = J; mr(V 0) dxn = p, and r2 is monotonically increasing.• 
We remark that instead of llxll2 we could have used an arbitrary nondecreasing 

function of the length of the radius; see also [133]. 

PROPOSITION 18. For a subset V C R" in the class !ln,p, p > 1/2, 
1 

0 f - 2(cJ>-l(p))' -
h1 (V ) < <1>-i (p) e + p y2rc. 

Here V" C Rn is the polar of V, and <1>-1 is the inverse of the function 
t 

<I> (t) = Y~1t ~ exp (- ~ u2
) du. 

- CXl 

PROOF. By Propositions 14 and 17, and the corollary to Proposition 15, 
w 

hi(V
0

) = y2rc ~ sup (x, y) dx 1 =. ~ \ t-d ["( (t-V) J Rn gEV 0 n J n 
0 

1 co 

=~ l Ad[y,,(i.V)]+v2rc ~ ),d[r,,(>-V)l< ../2rc f d[rlf(AV)] 
1 0 co 

+ V2n J Ad [r. (A V0)] = p,J2n + r J,4>-1 (p) exp (- ~ [<I>-1 (p) ip)d" 
1 

1 1 - 2 [cJ>-1 (p)]' 
-<1>-1 (p) e + p ..['&. • 

REMARK. There are subsets V for which h (V) · h l D'\ fior p < 1 /2 (fi 
1 1 = 00 m t e c ass v n P or examp e, cones with vertex at the origin). ' 5· The following lemma is used later. 

LEMMA (Shepp [107], via Proposition 16, or landau and Shepp [69], directly). 
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. 0 spherically invariant measure m in Rn such that the Radon-Nikody m 
se given >,.. • 

SuPP0
. d Xfdm, where m A = m((l/r..)A) , depends monoto nically on the norm of a 

-vanve m d V b " . . defl V be O halfspa ce an an ar 1trary convex body contammg the origin 
. t Let o 

Po,n · h t m v == m V0 . Then m(t V) ~ m(tV 0 ) f or any t ~ 1. 
d such t a 

an u·mates in Propositions 8 and 18 permit us to write out two-sided estimates 111e es 
. 1 (K) rK 0

, and K K
0

• The use of Proposition 21, to be proved below is 
connecung l 1 ' ' 

ally all right. 
actu 

PROPOSITION 19. Let K be a convex subset of a Hilbert space that contains zero, 
,oment of length one with an endpoint at the origin. Then and J

O 
a seb .. • 

xK 0 ~ x (h 1 (K) / 0)°. 

PROOF. It is easy to see that Shepp's lemma can be carried over to the infinite­

dimensional case by passage to the limit. From Proposition 7 it follows that the Cauchy 

measure satisfies the conditions of this lemma . We assume that 

xK 0 > x (h1 (K) Io)°• 

Let x
0 
< 1 be such that 

By Shepp's lemma, 

x (sK) 0 > x (s'AJ,,1 (K) / 0)° 

for any e < 1; consequently, since K{O} 0 = 1, 

: .. 1t=O x (sK)o > ddc. l,=O x (sAJi1 (K) Io)o, 

i.e., h1 (K) ~ h 1 ()..0h 1 (K)I 0 ) = )...0h 1 (K) (Proposition 21 ), which contradicts the as­
sumption, since )..0 < 1. • 

We now write out some estimates of the Gaussian and Cauchy measures of the 

~olar of a convex set K CH in terms of the value h 
1 
(K). Proposition 21 (proved later) 

18 used for the proof of the inequality 2), but is not based on these inequalities. 

PRoPOSITION 20. Let K C H be a convex set containing the origin, and cl>(x) = 
(21rr•ti J:,,. exp (-t 2 /2) dt. Then: 

i) 1K0 > 1- _/ hi (K); 
y 211: 

2) xK0 > 1 _ .!_ h1 (K); 
n; 

:3) h (K) ~ 1 - ~ ccp-• (1Ko))1 +. '2n Ko V 1Ko > 21 ; 
1 ~ ~-1 (lKo) e v r , J 

4) 0 1 1 1 
xK ~ 2 +,; arctg hi (K) • 

PRooF. 1) By Proposition 14, 
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2) We prove that K(cK) 0 

is a convex func tion of €. Preserving the notar 
ton used 

for th e proof of Prop osition 8 , we can write 
ri(( sK ) 0

, I) _ 

% (eK) 0 = ~ d (xfi ,) ~ V ! 0~ ex P ( - 2!2) do = 1 
EJ>. 0 

,,(l( a, I) -

1 / 2 ( t
2

) - ~ d( x/A) ~ r -;-exp - 2 dt. 
Et>. 0 

111e convexity of K(EK)° is now clear from the fact that the Gaussian density ap. 

pearing as the inside integrand is a decreasing function. The inequality 2) holds be­

cause, by Proposition 21, the slope of the graph of K(EK)° at zero is -h 1(K)/rr. 

3) See Proposition 18. Another(2) (sharper) estimate could be obtained by using 
an idea of Fernique [30] (taking Proposition 14 into account): 

- o( ( 1 1K
0 

)) h,1 (K) < y2rr: ,K 1 + exp - 24 In 1 _ ,Ko , 

4) See Proposition 19, computing K(h1(K)l 0 )°. From the proof of Shepp's 

lemma in his formulation the inequality KK° ~ (2/1r) arctg (2/h 1 (K)) would follow for 

centrally symmetric sets K. • 

COROLLARY 1. lf-yK 0 = 0, then h 1(.K) ~ (21r)112 (from l)) . If "fKi-1 , 

then lirn sup h 1(Kn) ~ (21r)112 (from 3)) . 

COROLLARY 2. If h/K) < 00 , then h 1 ('AK) < (21r)1f2 for some 'A > 0, and then 

r('AK)° > 0 by the inequality l), i.e., K E GB. Conversely, if KE GB, then, by Prop­

osition 1, r[('AK)° n (-'AK)°] > 1/2 for some 'A> 0, from which a fortiori 'Y("A.K)° > 
1/2, and h 1 (K) < 00 by 3). 

6. Summarizing what has been said, we formulate once more the statements 

proved above about the various equivalent forms of the property that a Gaussian pro· 

cess has bounded realizations. 

THEOREM I. Let K CH be a subset of the Hilbert space H 171e f ollowing 
stetements are equivalent: 

1) A d . . h obabilitY ran om Gaussian process with natural parameter set K has wzt pr 
1 sample functions that are bounded in modulus (K E GB) . 

2) KK
0 

> 0, where K is the standard Cauchy measure d . . {K-
3) If f is an arbitrary nonzero vector perpendicular to the affine hull O l . . . lid ange 

ongmatmg at some point of the convex hull of K then the measure of the so · 
, b K IS 

of the cone polar to the cone with vertex at the endpoint off and generated 'Y 
positive. 

4) hl(K) < oo. 

· (2) See also the paper of Skorohod f 109) . 
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Here Ir 
I 

is the normalized Minkowski mixed volume of first degree of homogen­
eitY· 'The values -yKo' KKo' and h ' (K) are connected by the inequalities in Proposition 

20. 
§ 5. Monotonicity of the fonctional h 

I 

1. Although each of the properties I )- 4) in Theorem 1 characterizes the GB-sets 

d nsequently, can formally be used for solving the problem of extension of a Gaussian ~.ro . 
eak distribution to a measure m a Banach space, the practical verification of these 

w ties for a process given by its correlation function is difficult. Nevertheless a proper . . . , study of the geometncal charactenst,cs of GB-sets leads to convenient estimates that 
allow us to give nice conditions that are easily checked for the GB and GC properties. 

We recall Schlaefli 's formula from spherical geometry; it has an application also 
in statistics.(3) 

THEOREM (L. Schlaefli [104]). Let Q be a spherical polyhedron on the unit 
sphere I;n C R" with center at O having vertices at the points nk E }:" and given by 
the Gram matrix r of the system of vectors onk, r = r Q = (r;k), r;k = (On;, onk) = 
cos ipik' where lfJ;k is the angle between the vertices n; and nk . Let m be a spherically 
invariant measure in R". Then 

a 1 
- m (con Q)i. = - -::--,-==~ ,n (con Q ,jk) 1, dr jk 21tv'1 -r }k 

where Q ·ik is the spherical polyh edron on the sphere rn_2 determined by the Gram 
matrix r.ik = r Q .;k = (r µ.IJ'jk) of its vertices, and 

r µ.v r µ.j rµ.k 

r J1 1 r jk 

Tµ.· .. jk = rky rkj 1 

1 r µJ r fLk I /2 1 rvj l'vk 
1
/ 2 

(p.=,i=j, k ; v=/=j, k). 

r ifL 1 r j k rjv 1 rjk 

rkJJ. '"J 1 rh rkj 1 

The matrix r .ik is known in mathematical statistics as the matrix of partial (con­
ditional) correlation coefficients [3] . The geometrical meaning of the polyhedron Q.ik 
is the following. The vectors On;.·k that are directed from the center to the vertices 
of this polyhedron are the normalized projections of the vectors On; (i * i, i * k) onto the orthogonal complement of the linear space spanned by the vectors OTT; and onk. If 
all the elements of the matrix r are close to 1, then the spherical polyhedron Q is simi­
lar to a "planar" polyhedron ( of dimension n - 1 ), and then con Q.ik is the cone ob­
tained if the orthogonal projection of Q onto the subspace forming the orth0gonal com­
plement of the edge n; n k is subjected to an infinite positive homothety wilh center 
at the projection of n .n 

W I k · h d " d "edge" e make a remark with regard to the use of the words "poly e ron. an · 
lne dimension of the space in which we consider the polyhedra is unreStncted ; there-t · · 1 es ore, except for "degenerate" cases, all polyhedrons under consideration are sunp e.x ---r- . roblems under cons1dera-( ) Slepian ( 110 I first applied Schlaefli 's th eo rem to th e cu cle of p tlon. 
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(in a space of appropr iate dimension). Similarly, by "edge" we always Und 
erstand 

diagonal (which in the "nondegenerate " case turns out to be a real edge). any 
SchJaefli's formula shows the monotonicity (in the small), with respe t 

. c to the 
lengths of the edges , of the measure of the solid angle of the cone polar to th 

d d l . d. e cone 
generated by a spherical polyhedron . In ee , rep acing 1fferentiation with 

. . . . respect to 
, . by differentiation with respect to the angle l{);k• we rewnte Schlaefli's fo 

1 
. 

Jk rmu a in 
the form 

a 1 -m( con Q)l.=--m(conQ . ).1. ·'"' . 21t • J k , U T)k (IS) 

from which it is obvious that the right-hand side is nonpositive. 

Since the measure of the solid an~e of. the cone standing after the derivative sign 
on the left-hand side of (15) can be wntten m terms of the Cauchy measure, and for 

small sizes of the spherical polyhedron Q the lengths of the edges of its central projec­
tion K = K(Q) onto the affine hyperplane tangent to the sphere L :) Q at some point 

in Q are close to the lengths of its own edges, it is natural to use Schlaefli's formula in 
trying to get a theorem on the monotonicity of the Cauchy measure of the polar of 
the set K with respect to contractive mappings (such an approach was used in [121]). 
However, the Cauchy measure of the polar of K depends not only on the intrinsic met­
ric of K, but also on its position with respect to the zero point of the space H, while 
the GB property is invariant with respect to any translations. Moreover, it is good to 

use Schlaefli's formula for invest igating small sets K that differ only slightly from their 
projections Q(K) onto the unit sphere. It seems preferable to us, therefore, to work, 

not with Cauchy measure, but with the mixed volume h l' for which Schlaefli's formu­
la can be used to prove an interesting property of monotonicity with respect to a cer­

tain class of "contractive" mappings, and this monotonicity can be used to obtain con• 
venient conditions for the fmiteness of h 1 (K) and estimates of the Gaussian and Cauchy 

measures of the polar of K. 

2. We first prove some auxiliary propositions. 

PROPOSITION 21. Let K C H be a set such that the zero point belongs to its 
closed convex hull. Then 

d-,. (eK) o l = - .!... h (K). 
d e , . 0 1t 1 

PROOF . As before, let u(l, K 0
) denote the length of the intersection I n K• (in 

the scale determined by the position of the 8-measure that is the conditional measure 

of Gaussian measure on the ray l). Let w = (/, a); then 

(sup x) (l, 1) = 1 
xEK U (l, K 0 ) 

and, consequently, 

(16) 
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thermore, 
fur 

1 _ x (eK)0 = ~ (x/A) (di , 
8 /'>. 

FinallY, we get, by (I 6), 

CX> 

r 1 /2 ~exp(--1 )da J r -;-a 2cr2 

1 
-. "(I, K 0

) 

43 

V21 
•-O = - -;-v'21t hi (K). e 

PROPOSITION 22. In a Euclidean space suppose that the affine hyperplane L is 

tangent to the unit sphere 1: at the point x O, and the points x 1, x 2 
E L are each at a 

distance not greater than € > 0 from the point of tangency. Moreover, suppose that 

the segment x 1x 2 is rotated through an angle -,JI around x 1 . Then the following asser­

tions are true: 

1) The angle I{) at which the segment x 1x 2 is seen from the center of the sphere 

l: satisfies the inequalities 

where Ix 1x2 I is the length of the segment joining x 1 and x 2 . 

2) For a rotation of the segment through an angle VJ around x 1, 

I~~ I< 4e. 

The proof is elementary. 

3. We proceed to the proof of the monotonicity of h 1 . From Proposition 14 it 

follows that 

x (eK)0 = 1 - ...:..h1 (K) + e2O (1). 
'It 

If we differentiate this equation formally with respect to the length of some edge 

11k (Without specifying, for the time being, what this means), and then divide by € and 

set 
E == 0, then we get, successively, 

..!_ x (eK)0 =-...:.. ~hl (K) + e2 ~za_ 0, 
at,k 'It iJl,k u ,k 

ta O 1a a 0 
t az,k X (eK) = - -;-al,k h1 (K) + e ,Jl,k • 

When € is made small, the left-hand side, by Schlaefli's formula (1 S) (€K approxi­

mates Q(€K), and 11k approximates l{);k), passes into 

_ _!_m( conQ . )1.= _ _!_m(con(Kw P.k)) L, 
1t ,,k 1t 

While th . d · e at the equation 
e second term of the right-hand side vanishes , an we arrtv 
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In this argument we have not considered that the quantity K(€K)0 depe d 
n snot 

only on the lengths of the edges l;k , but also on the position of the zero po· 
. . lilt. Also 

hy e could write Jim €(a/a/ .. ) 0 = 0 was not JUStlfied. We now present thi • 
w w ,, s argu. 

ment in a rigorous sense. 

PROPOSITION 23 . Let K be a nondegenerate convex polyhedron specified by th 

lengths of all its edges /ii ' i.e., suppose that t,or some o > 0 there exist polyhedra Wit/ 
arbitrary lengths of sides t;i such that I/ii - liil < o. Then 

1
} . h1 (K) = m (con(K, 1 , Pi) )1. ~ 0. 

IJ 
(17) 

PROOF . We consider the family of polyhedra K >.. whose members differ from one 

another by the length of only one fixed edge, so that 

N ) = l . . + ,,, ff>-)= l . . , if (i, j) =I= (i0 , 1·,.,). 
1 oJo •oJ u •J •; '' 

By the nondegeneracy assumption , the family {K >..} contains polyhedra for all ;\ 

in a 5-neighborhood of zero. Let the total number of vertices of the polyhedron K be 

n. We now consider the unit sphere :r C R" tangent at the vertex Pio to the polyhe­

dron EK>,., which lies in some hyperplane of R". Together with the polyhedron we 

consider its central projection Q>..e = Q(EK>..) onto :r. Let 'PilcfA.) be the lengths of the 

projections of the edges Elik onto :r. From Proposition 22 and the nondegeneracy of 

K it follows that 

(18) 

(19) 

Therefore 

x (eK))° = x (eK 0}
0 + A dd"A. % (el,1 (i.)) IX=~= x (eK 0)° + i. :"A. x ({'f~; (,.)}) I~~~ 

C. U-:p. . i d "J... r):D,1· E 1.-
10) 0 T 

{- (1 - x (eK >)°) 

= ~ (1 -x (eK)0)- i,[~ (1 + !.(d-:p:oio_e))+~ ~ !,~df{j]I i. 
If fi d Proposi· 

. or fixed X, IAI < o, we now let€ go to zero, then, by (18), (19), an d that 

tion 21, taking into accoun t that, by Schlaefli 's theorem, loK/O'Pijl ~ 1, we fin 
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f • f 
7 ( f - -x.(a /{>-)o} - 7" ( f - Y. (EK )o) dY. (z K )o 
---------:- ,------- ---0---A- ; 

" ulf' . . 
1 o lo 

(/ (-K lo 1 p ) 1
· " -- - - rn con (K i0 j 0 , ioJ o 1. , 
r)"JJ. . ~ 

T10 J u 

we find at last that 

:-Ahl (K..J = m con (K,-oio• P io i ,)1. > 0 . e 

In the following we shall only need the qualitative part of the last assertion, 

which is expressed by the inequality. 

45 

REMARK . The inequality (17) means the local monotonicity of h 1 (K) as a func­

tion of the lengths of the edges. The condition of nondegeneracy used in the proof is, 

in fact, not essential, and (17) is carried over by continuity to all polyhedra for which 

it makes sense. (Every polyhedron can be approximated by nondegenerate ones.) The 

differentiation with respect to the length I;; of an edge can be replaced by differentia­

tion with respect to the direction of any vector with positive coefficients consisting of 

some of the / ii' 

4. We now prove the global monotonicity of h 1 (K) as a function of the numbers 

I;;, i = 1, .. . , n - 1, i < j ~ n. 
We consider the space Rn(n- I)/ 2 and in it the subset 

D={(l.i: i =1, ... ,n-1, i<j<,n)} CR 

of all points for which there exist polyhedra with lengths I;; of edges (different points 

can correspond to congruent polyhedra). Let /j CD be the set of points corresponding 

to nootlegenerate polyhedra. We first describe the set D C Rn(n-I)/ 2 in other terms. 

le PROPOSITION 24. For the numbers 1
1
;, i = 1, ... , n - 1, i < j ~ n, to be the 

ngthsofth d f d.. I (I ) /J e e ges o some nondegenerate polyhedron, i.e., for the con lflon = 
11 E to hold, it is necessary and sufficient that the matrix 

A(R) = 

1 

1 

1 _ lzk • 
2R~ 

i& Po · · Slt1ve d ,r. . 
e,mue for all R > R

0 
(for some R 0 ). 

1 11x 11 
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PR OOF . Necessity. Let I = (!11) E /j. We show that for some R :::: R ( 
. d K( ) . 0 o /) the 

matrix ~(R) is positive defimte . Let the polyhe ron I with lengths of ed 
n n ges (/ ) b 

located on some hyperplane in R , and let I:-R C R be a sphere of sufficient) 11 e 
. 1 . . K(l) . y large 

radius R that is tangent to this hyperp ane at a point m . The unit vectors e 

drawn from the center of r,R in th~ direction of the vertices Pk• k :::: 1, . . . , n, 
0
't 

K(l) form on the unit sphere r, 1 with the same center as r,R the vertices of 
. a nonde. 

generate spherical simplex. The Gram matnx rk,R = ((el,R• e/,R))n xn of these vect 

is therefore positive definite. The angle cx.;,;,R between the vectors e,,R and e d' ors 

all t ·t h . d 0(1/ 3 /,R iffers 
from I .. /R by an infinitesimally sm quan 1 y avmg or er R ) and the val 

11 ' ue 

(e. , e. ) of the cosine of this angle (the element of the Gram matrix) differs f 
,,R 1,R rom 

I - (a . . R) 2 /2 by an infinitesimally small quantity having order 0(1/R 4 ) ; hence 
I ,/ , 

1 ( l ; J ( 1 ))
2 

( 1 ) 
(e,, H, e J, n) = 1 - 2 R + 0 Ra + 0 R" 

From the geometric meaning of the size of the determinant of the Gram matrix it fo). 

lows immediately that for increasing radius R the quantity det r R has order of decrease 

and from the nondegeneracy of the system of vectors {e;, 1 } it follows that this estimate 

of the order of det r R is sharp, i.e., for some c > 0 

det, rn > R2(:-I) for R > 1. (20) 

(We recall that the determinant of the Gram matrix of a system of vectors is equal to 

the square of the volume of the parallelepiped determined by these vectors.) 

The verification of the positive definiteness of the matrix A(R) consists of verify· 

ing the positivity of its principal minors. We prove that for sufficiently large R they 

really are positive. The following equality . is obvious: 

<let((e2,n,
1 

e1,n) 

(e,,, ~: ~1. n) (e,,, n, e2,n) 

(e1,n, e,,, n)) 
(e,,~·~ ~-· .) 

( ( . ) )2 ( ( '))2 
1 - _!_ ~ + ~ _J_~+ ~13 

2 R 2 R 4 2 R 2 R 4 

=<let 
1 0 -~ (l~t>)

2 + ~:is 

2 R 2 R' 

1 (zC?,°>)2 B ( ( . ) 2 

1 n _ + , n2 _ _!_ ln{ ) + ~n3 
-2Ji2 R 4 2 R 2 R' 

0 
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( I . > 2 

0 1 _ _!_~+ ~18 1 (L\il)2 3 
2 R 2 £ii" - -~ +··" 2 R ~ R"' 

I (1~(>)
2 + ~21 

( ~ . ) )2 
1 _ _!_~+ ~23 1 (LUl)2 o 

- z/f2 n• 211 ''2 
2 R 2 R• - 2 ~+ R: + ... 

1 (lUl )2 1~111 1 
1 (tUl)2 D 

nl +- --~+ P11s 0 - y Ji2 R• 2 R 2 R" 

( ( ") )2 
0 - _!__ ~ + fu_ 

2 R 2 R• .. . . . . 1 
( ( . ))2 

_ _!_ _0L + ~ 0 
+d eL 

2 R 2 R' 1 

. .. 
( ( "))2 ( ( "))2 _ _!__M_+ ~nl _ _!__~+ ~112 

2 R 2 R• 2 R 2 R' 1 

0 
( ( ·i 2 _ _!__ Ld ) + ~ 

2 R 2 R 4 
( ( '))2 _ _!__±L+k 

2 R 2 R' 

+de t. 
1 (l (j) )2 ? 

2 1 + P ,11 
-2~ IF 0 ( ( ")) 2 _ _!_ _!L + ~211 

2 R 2 R' 

i • •• 

( (1 ))2 ( ( ")) " _ _!__ ~ + ~nl _ .!_ ln~ -+ ~112 

2 R 2 R ' 2 R 2 R' 0 

From this representation of det r R it is clear that the principal term, which has 

order (as could have been foreseen) 0(1/R 2 (n-O), does not depend on the values ~ik• 

which contribute only to the terms of order not less than 1/R 2
" , and, as mentioned, 

the coefficient of this principal term is trivially nonzero (see (20)). From this and from 

the boundedness of the quantities ~ii it follows that for sufficiently large R (R > R 1) 

the sign of the whole expression coincides with the sign of the principal term. There­

fore, since det r R > O always, the determinant of the matrix A(R), which is a principal 

part of det r R , is positive for R > R 
1 

. 

. The positivity of the other principal minors for R > Rk, k = 2, .. . , n, is estab-
~ ~ R s arly, and this concludes the proof of the necessity : R 0 = max1<k " n k · 

Sufficiency. Suppose that the matrix A(R) is positive definite for some sequence 

{R"'} of values R, Rm ----+ 00 • To prove the existence of a polyhedron with lengths of 

edges equal to l,k we use the obvious closedness of the set DC R" and conStruct a se­

tence of polyhedra Km, each having n vertices, such that /~r> ~ 1,1 (the 1lr> are the 

engths of the edges of K ). With this aim we consider for each m a spherical polyhe-
dron m ' b. i 

on the unit sphere :r for which A(R ) is the Gram matrix . Then we su ~ect 1' 

together ·th h 1 
m • di t R we con-

. WI t e polyhedron, to a homothety that increases its ra us O m ' 

:der some hyperplane tangent to the sphere LR at a point of the spherical polyhe­

r~n on its surface, and we project this polyhed;,n from the center of the sphere onto 
this tan h all th elements of the 

gent yperplane· let K be this projection. As m ----+ 00 e 
lllatnx A ' m hi l A(R ) is the 

'-l(Rm) converge to 1; hence the spherical polyhedron for w c 1 m 
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Gram matri , co nt rac ts, and its diame ter converges to zero as I /R . Th 
m erefore b 

Propos itio n 22 , th e length s of the edges of the spherical polyh edra on the 
8 

' Y 

th d f th · t al · . Pheres " 
diffe r from the length s of e e ges o eu cen r proJect1ons onto th t " ~ 

e angent h 'II 

planes by quantiti es of order O( l /Rm) . On the o th er han d , th e lengths f YPer. 
. o the ed e 

of the spherical po lyhedr a on L I are equal , respe ctively , to arccos (I _ 1~ /R2 g s 

f th din l h 
11 ,n), and 

r th e length s of th e edges o e co rresp on g po y edron are equal t On 
R m 0 

R
111

a r ccos ( 1 - ;[) - l;r 

With this , it is proved that the polyhedra Km approximate some polyhedron With 

lengths of edges lii. The proof of Proposition 24 is concluded . • 

For the proof of the global monotonicity of h 1 we prove that the set D . " 
IS qua. 

drati cally convex " . 

PROPOSITION 25. Let K(O) and K(l) be two polyhedra with the same number 

of vertices, and let I i)k), k = 0, l , be the lengths of the co"esponding edges. Then for 

any number X, 0 ¾ X ¾ I , there is a poly hedron K x with the same number of vertices 

f or which the lengths of the co" esponding edges are 

ff A_) = ,h H1.J2 + (1 - i.) l ~0) ' . 
•J •J • J 

(21) 

PROOF . We first assume that K(O ) and K(l ) are nondegenerate , i.e ., that the 

points 1<0) , 1(1) E D corresponding to these pol yhedra belong to the interior /J of D. 

Let R 0 > 0 be such that the matrices b.(k)(R) , k = 0 , 1, R > R 0 , formed with respect 

to the numbers l;)k) are positive definite (Proposition 24). By the convexity of the 

cone of positive definite matrices , for each X, 0 ¾ X ¾ 1, the matrices 

Am (R)= 

1 z(>..> 
1 •J 

-2n 2 

1 

zPt . 
1--!.L 

2R 2 1 11x n 

are positive definite, and then there exists a polyhedron with lengths of edges l;f>. 
Now if one or both of the points / (k) k = O I lies on the boundary of D, we,_ 

. ' ' ' k (k) E V, 
consider two sequences of points tf:) (k = O, I; m = 1, 2 , . .. ) , if:) ~ 1< >, 1m 

and for each m we consider a curve X ---. /f>..) )._ E [O I] lying in the set D as de· 
m • ' ' not 

scribed above and joining the points 1<0) and 1(1). Obviously, the limit curve does 
m m rves• 

go outside of D and is described by the same equation (21) as the sequence cu · 

The global monotonicity of h 1 is now simple to prove. 
ber of vel" 

THEOR EM 2. Let K<0> and K(l) be two poly hedra with the same num 

fices such that lh0
) ¾ 1;)1) f or any pair of co"esponding edges l;~o) and lbl)_ '[hen 

h 
1 
(K(o)) ¾ h 

1 
(K<l)) . 

x<o> and 
PROOF. Let 1<0> and /O) be the points of the subset D corresponding to 
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P P
osition 25, these points can be joined by a curve X __ 1<>..) E D '\ (t) BY ro . . ' f\ E K · 'bed by (21). By Propos1t1on 23 and the accompanying rema k •r b>.. !], desert . r , t de-[O, di ct ion of the tangent to this curve at the point / (>..) then ~ ~ , 11otes a 

rJbO,I h1 ( KO.') ~ 0 

. t f(A) ) Th f (K'") corresponds to the potn • ere
1 

ore, we get 

h1 (K(l)) - h1 (K<Ol) = ~ r)b~).) hi (KO.I) dl ll.) > 0 .• 
0 

CoROLLARY. Let K 1 and K 2 be subsets of the space H, and z 
1 

c K
I 

and z
2 

c 
K subsets of them such that K I C conv Z 1 and K2 C conv Z2 . ff there exists an epi­
m:rphism ..p: z 1 ----+ Z2 such that 

II x' - x'' II< II <f (x') - <f (x") II, x ', x'' E Zi, 

then h
1(K 1) ~ h, (K2)-

lndeed, let xk EZ 1 be a dense subset of Z 1 such that {ip(xk) } is dense in z
2. 

Then (Proposition 13) 

h1(K1)=1imh 1({xk, k=1, . .. , n}), 
n 

h,.(K 2)=limh,.({<f(Xrc), k=1, ... , n}) 
n 

and the required relation follows from Theorem 2. 

§6. Mixed volumes and the continuity of paths 

1. Here we prove a certain criterion for the continuity of realizations of a Gauss­
ian process, formulated in terms of the functional h 

1 • As in the case of the GB prop­
erty, this criterion appears at first glance to be difficult to apply, but it enables us later 
to obtain nice conditions in the more convenient €-entropy language. We first prove an 
auxiliary statement. Let K C H be a bounded, convex, balanced subset of Hilbert space, 
~ = L(K), and Fe*) the space of all linear forms on F that are bounded on K and con­
tinuous on K in the Hilbert weak topology. 

hoPos1noN 26. Let {Ln, n = 1, ... } be a decreasing sequence of closed lin­
tllr subspaces of H with finite defects and intersection zero. Then 

F,,.1 = n Au (KnL" f, 
).> O 

(22) 

where the p la . . *) F* being the strong du O r is understood in the sense of the duality (F, F , 
b al of the space (F, 11 • IIK) (the norm 11 • IIK is generated by the unit ball determined Y the set K). 

ho ( ) · ts of those and 0 1 OF. We first observe that the right-hand side of 22 conSIS n Y those el ements y E F* for which 

m (y) = sup I y (x) I - 0. 
" .z EK ()Ln 11-+ex> 

(23) 
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Ind d 
'f (y) > o > 0, then for some sequence xn E K n Ln we have ly(x )I' ee , l m n )o f U _ 1 . n -> tl Y 

a. 'o/2) (K n L or a n - , . .. , i.e., o/2 > O; consequen Y '+- \ n 

y (t ; u (Kn Ln)0 

" 
and a fortiori y $ n A. A Un (K n ln)°. Conv~rs~ly , if m,.( y) - 0, then for any X and.any n > N("'A) we have that y E 'A.(K n Ln) '1.e ., y E}... Un (Kn ln)°' and y E n-,.., 'AU n (K n ln)°. Now suppose that y E F(•)· Then for any sequence xn EK n L we have y(x ) -+ o, from which it follows that mn(Y)-+ 0, and, by the above n n 

' y En-,.., A Un (Kn Ln)°. 
Conversely, let y En-,..,}... Un (K n Ln)°. We prove the continuity of yon K. It suffices to verify continuity with respect to sequences converging to zero. Let xk E K, x k -+ o (weakly in fl) . From the weak convergence it follows that x k is approxi­mable in any closed subspace of finite defect with respect to the norm 11 • IIK; in parti­cular, any of the subspaces Ln (the quotient space by Ln is finite-dimensional, and on it all forms of convergence coincide) . Since y E F* , i.e. , is bounded, we have that 

and as k -+ 00 we find 

lim I y (xk) I¾ m" (y), 
l:~ro 

i.e ., by (23), y(xk)-+ 0, whence y E F(•)· • 
As a corollary of this characteristic of the set F( •> of linear forms that are bound· ed and continuous on K we get a statement of Dudley. 
PROPOSITION 27 (Dudley [33] ). Let K C H be a Gaussian process. If the mea· sure of the space F<•>(K) of linear forms that are continuous and bounded on K is equal to zero, then for some e > 0 the realizations are not bounded in modulus by the number e with probability 1, and conversely. 

PROOF . For any}...> 0 the set Mx_ = 'A. U (conv K n L )° satisfies the condi· 
. 

n n l) llons of applicability of Kolmogorov's zero -one law (the assertion 2) of Proposition ' since th e inclusion Y E M-,.., depends only on the behavior of the values y(x) for x EL" with arbitrarily large number n. Consequently, if -yF • = 'Y n x. M ">-. = 0, then rM~o = 0 for some )I. > o · ( ) th also 
o , 1.e., we can take € = }... Conversely if -vM = 0, en 

F n o· ' I Xo 'Y <•) = 'Y ">-.. M-,.., = 0 . • 
2. We now p d th . . . . f realiza· 

. rocee to e denvatlon of a criterion for the contmwty 0 tions of Gaussian processes in terms of the functional h . DEFINITION Let K C H b G . l · e a auss1an random process. Then 
8 (K) = sup {d: 1 (dKO) = 0). 

Thus, KE GB~ 5(K) < 00 , and KE GC ~ 5(.K) = O (Proposition 2?) . 
PROPOSITION 28 L t K c H H closed sulr · e be a convex balanced set and L C a space of finite defe ct Th h r. 11 . ' 1 1 

· 
0 

en t e JO owing assertions are true: ) 'f 'Y((l + e)K ) = O for some e > 0, then -y(K n L)° = 0. 
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Ko _ o then also -y(Pr L K)° = 0 (Pr L is the operator of orthogonal pro-2) If r - ' 
. cioll onto L). . 
/t' F The second assertion follows at once form U1e fact that U1e conditional 

PROO · s of the set K 0 under U1e decomposition into the cosets in the factor-. , n1easure 
GausstaJ O are equal to zero. We prove 1 ). We can assume that the defect of the jtati00 bY ~ 1 If y EH* CE, IIYLIIH. = 1, is a functional on fl having Lasker-ace L is . L . sub5P ,, n L)• == K0 + {Xy L : X E R}. We consider the measurable decomposition I tl1en (K . ne, ) into lines parallel to the lme {Xy L}. The space (£, X) can be regarded as 
~L of(£, r f measure spaces: the product of the line p,y L} with standard one-dimen-roduct o 
a P ·an measure and the Gaussian measure space (E P 'Y 1 ), where E 1 can be ·onal GauSSl 
~ tified with the subspace of E on which a function x L E H orthogonal to L van-iden 'd f th . 'd 'th th . . jshes; me variance ellips01 o e measure 'Y 1 comet es W1 . e mtersecbon of the unit ball y H• with E 1 . By the boundedness of K C H, the line {Xy L} intersects K 0 

in a nondegenerate segment, i.e., in a set of positive conditional ( one-dimensional) Gaussian measure, and, because of the convexity of K 0 

and the boundedness of K c H, each line parallel to the line {XyL} and intersecting K 0 

intersects (1 + E)K0 

in a non­deoenerate segment. But from the condition -y[(l + E)K0

] = 0 it then follows that the 0 

set of lines intersecting K 0 has ('Y/~L)-measure zero, with which the proof is concluded. A more exacting argument would show that it is even possible to assume that € = 0. • 
COROLLARY. If KC His a convex balanced set and L CH a closed subspace of finite defect, then 

o (K) = o (Kn L) = o (Pr1,K). 
PRoPosmoN 29. Let AA be an operator in the space (E, -y) effecting a dilation /Jy a factor of A (A > 1) in some fixed direction. 'Then -y(A AV) ~ r V for any convex balanced subset V C E. 

PRooF. It suffices to limit ourselves to the case when r = 'Yn is standard Gaus­sian measure in Rn; then A A is an arbitrary selfadjoint operator with spectrum (1, . . . , I, A), X > 1. Let L C Rn be the characteristic subspace corresponding to the eigen · 
value 1 of A;>,,, and let L, = l + ten, where llenll = 1 and AA.en= Xen. Let PrL be th

e orthogonal projection onto L and 'Y the standard (conditional) Gaussian mea-sure on L ( l , n- 1 
'Yn- 1 == 'Yn PrL ). Then 

Prr, (A).V n L,) = Prr, ( V n L 11, ). From the . 
convexity of the set V it follows that 

(24) 

). -'-- I l. - 1 ---v- (VnL,) + -2- (VnL _,) C vnL,p or what· ' --. ' 18 equivalent 
' 

'· 1 ) ~ Pr, , (V nL ,) + '
2

l, 1 Pr 1. (V nL _1) C P re. (V nL, ,x). The sets p 
Other. B rL (V n L,) C L and Pr L (V n L_,) c L are centrally symmetric to e_ach . ya theorem of Zalgaller [146] (based on application of the Brunn- Minkowski 

(25) 
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inequality i aw 
er VUI ~ ). if 

u.. 

,~·oh.Ill~~ f LS : see. for 
-~ that are ntralJ lnlplc, I l 

other an O ~ a ~ l . then 

and Zalg.aDer· lh m .. ·, 

1 - • y~tric ' 
) ~ A . ln ur 4 _ to ~ 

, - I\(l , l 
,), 

., • - I ( ·> I pr L ({ • n [.: 
By ( 5 and ( 4 • \\'"e can wri1e 

-;_I Pr (A. r n l :)---... ~-~-1 Pr i (F n L; ), 

but 

., \ 
I If 

- ~ 

and (26), which hol ds for each , . leads l the des.ired n lusion. • 

PR OPOSITIO · 30. Ler K H C L - £. 1' . K E GB. be a comet balanced lilbse.r 

of the Gaussian space H, i,Li, i = 0. I .. . ; sequ I e of subspaces such that H:: 

L0 -::> L I ::> · ·· , nL ,. = ·o.-. din1 l
1
-/L

1
-+1 < 00 1· = 0 l (IJJd Pr - Pr n. • • · · • ; - L .. men: 

1) sup Pri K -+ o(K in L 2 ; 
1 

2) sup (K Li)-+ o(K in L 2 ; 

3) if A.> 5(K , then (A(Pr i K)°) I. and 1f A < 5 K) , then -y(A(Pri K)°) == 0: 

4) if , > 5(K), then --, (K n L/") 1 and if A < o(K), then -y(A(K n L/ )=0-. 

5) }zI cPr; K) (2rr) I12o(K); 

6) h 1.(K n Li) (- rr)1
'
2 5(K). 

PROOF . Each of the Gaussian spaces Li can be regarded as the space of (Gaussian) 

linear functionals on (£ -y) that are measurable with respect to the measUitble decom­

position 11; of (£ , -y) into the subspaces parallel to the finite-dimensional subspace_Lj C 

H* C £ . Let l . C L 2 (£ , -y) denote the subspace consisting of all (and not only linear) 
1 ~ · the optrt 

functions that are measurable with respect to T/i, so that L; = H n L;- Pr; is. 

tor of passage to the conditional (in the narrow sense) mathematical expectanon. 
. f Kn L-de-

We first prove the assertions 2), 4), and 6). The sequence o sets , 
. neasur,ble 

creases in the set-theoretical sense ; therefore the sequence of nonnegauve 1 
• .

1 . . to a linU 
funct10ns sup (K n L .) decreases monotonically ; consequently 1t converges BY 

• _1 • • a constant. . 
that IS measurable with respect to each of the decompositions Tl;, i.e. to ironi 

Proposition 28, this constant coincides with o(K). TI1e assertion 6) now follows 

Proposition 14, and 4) follows from Proposition 28. se) 

W ) . . . c· tJ narrow sen 
e now prove 1 . If Pr IS the operator of conditional m te bvioUS 

. f the o 
mathematical expectation , then sup Pr K ~ Pr sup K (a generalizauon ° e 
. 0 ti e scquenc 
Inequality supk (x k + y k) ~ supk x k + supk y k). For each k ;;, 1 

\ 111eort-'11 

Pr . 11.kflOWI . 
i sup Prk K (1 = k , k + l , ... ) forms a martingale , and , by tlte we reo",er.11 

;;, O· 1110 I 
of Doob [24] , it converges in the mean square to some constant Ct ' . _ k k i' ' 

· v for anY / - ' 
IS easy to see that c 0 ~ c I ~ • • • • Indeed , ck = E Pri sup Prk n . ,ce s 

· · u1 E TI oretU 2, Sil 
• •. ; m partic ar , ck = sup Prk K , and , by the corollary to ie 
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erator does not increase distances, we find that h (K) ';;J, h (Pr K) ~ . tion op t p t t -
proJec K)-, ... , i.e. (taking Proposition 14 into account) c

0 
;;;;i, c

1 
;;;;i, c

2 
~ ••• ; let 

h1(Pr2 Now we can write (i ;;;;i, k) 
.... !j(ll Ck· C,... . 

P 
K-cj ,< EjsupPr 1 K - Pr 1 supPrkKI 

£j sllP ri 
+EI Pr 1 sup Prk K - ck I·+ I ck •- c j, 

d ,· are sufficiently large, then the right-hand side is made arbitrarily small 
dif k an . 

an otonicity ment10ned above, 
(bY the mon . , 

El Pri sup PrkA - s11p Pr 1 KI = E (sup Pr 1 K - Pr s11p Prk K) = ck_ cf 

and for fixed k, in view of ~e convergence Pri sup Pr k K ~ ck, the second term is 
. arily small if j is sufficiently large), whence the convergence of sup Pr. K to a 

53 

arb1tr . . , 
constant c in the mean 1s proved. Actually, there 1s even mean-square convergence: by 
the monotonicity in k and by the well-known properties of martingales, the set of sec­
ond moments of the variables Pr; sup Pr k K is bounded, so convergence in the mean 
implies convergence on a dense set, and (considering the boundedness of the norms) we 
have Hilbert weak convergence; moreover, by a property of martingales, 

II Pr.,-sup PrkK IIL• 1 ck, 

and by monotonicity, 

II Pr 1 sup Pr1K llu == II sup Pr 1K Iii• - c~ 

weak convergence and convergence of the second moments imply convergence in the 
mean square (see, for example, (49), Chapter VIII, § 1.3, Theorem 4). From Proposi­
tions 28 and 29 it follows that c = 8(K). To prove 3) it now suffices to use Proposi­
tion 29 (the limiting case 'A = + 00 ) and the second assertion of Proposition 28. The 
mertion 5) is proved just as 6). • 

COROLLARY. If -yK0 = 0, then the constant (21r)112 in the inequality h 1(K) ~ 
(211)112 is best possible (see Proposition 20, inequality l)). 

Indeed, beginning with any set K for which -yK0 = 0 and 8(K) = 1 (or 1 + E), it 

suffices to consider the set K n L. for sufficiently large j. 
We describe the qualitative ~icture by the following theorem, which has, in es­

sence, already been proved. 

THEOREM 3. 'The validity of any of the following conditions is necessary and 

"'fficient for a convex balanced subset K of the Hilbert space H to belong to the class 
Ge: 

ti Hl) There is a sequence {L
1
, j = 0, 1, ... } of subspaces of H having the proper­

::_ ==Lo:> Ll -:J • • • n. L. = {O} and dim L /L. < 00 such that h1(Pri K)-+ O 
\Cf • ' I I ' I J+l 1 IS the Projection onto L .). 

2) n_e • 1 
• h · d · ted properties such tha in re zs a sequence {L .} of subspaces havmg t e m zca 

th (KnL) I 1 . --+ 0 

....,. 0 3) For ;ny seq~ence {Li} of subspaces having the indicated properties, h 1 (Pri K) 
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4) For any sequence {L1} of subspaces having the indicated propert; es, 
h

1
(K n L1) ~ 0. 

The theorem follows from 5) and 6) in Proposition 30. • 
Tileorem 3 enables us to give convenient criteria for the continuity of the lam 

functions in terms of the e-entropy of K. pie 

§ 7. e-entropy conditions 

t. The criteria proved above for checking the conditions KE GB and KE GC 
, for. mutated in terms of the functional h 1 , and the properties established for this fu . . . ncttonai enable us to derive conditions for the contmu1ty and boundedness of realizations of a 

Gaussian process directly in terms of the correlation function, i.e., the intrinsic metric 
of the set K CH: in terms of the e-entropy of K in the metric induced from H. 

PROPOSITION 31. For a regular (n - !)-dimensional simplex Sn with edges of 
unit length the following inequality holds: 

h1 (Sn)< J2~ 111 n • 

PROOF . Let e 1 ( w ), ... be a sequence of independent standard Gaussian variables. 
As shown in [21] (p. 376), for en= max{ep ... , en} we have the estimate 

• -, -- In Inn + In 41t - 21 + O ( 1 ) ( . E e = l2 In n - V -1 n ·; is Euler's constant), 11 2 2 Inn 11 

where, as follows from the proof, the remainder term is nonpositive. By Proposition 
14, hl(Sn) = (2rr)1f2£(2- 1t2 en), from which the proof follows.( 4 ). 

2. DEFINITION (see, for example, [28] or [79] ). The entropy index, or entropy 
type, of a precompact subset K of a metric space is defmed to be the number 

p(K) = limsup (log log N(K, e))(log .(l/e))- 1 , 
e➔O , 

where N(K, e) is the cardinality of a smallest e-net of the set K. 

PROPOSITION 32. If p(K) < 2, then L 2-k (log
2 

N(K, 2-k)) 112 < 00 • 

PROOF. Suppose that p(K) = p < 2, and let p < q < 2. For sufficiently large k 
we have k- 1 log2 log2 N(K, 2-k) < q < 2, i.e ., log

2 
N(K, 2-k) < 2qk, and 

L2-k(log 2N(K, 2-k))t/2 < L2(q/2-t)k < 00 • • 

. int' 
PROPOSITION 33. For an arbitrary precompact subset K CH the folloWlrtt 

quality holds: 

0:, 

h1 (K) < 22 ~ 2-10 ,ttog:! N (K, 2-k)· 
'·=-o:i 

PROOF . To prove this inequality we use the monotonicity of h 1 (a corollarY 
of . 

ed IbrlJIIII~ (4) For an estimate of the values of h 1 on regular octahedra the author consult )) # 
[41J. With regard to the distribution of the largest order statistic see also [145) (§ 9•6(b ' rl 
references are given. d 

~ 
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'(beorem 2) and construct a set S C H fo~ which there is a contractive mapping of a 
subset of it onto a dense _subset of K , while_ ~•(S) can be estimated by the right-hand 

f the desired inequality• Let Ek be a mirumal €-net for K constructed for€ - 2-k i(leO 
k- , 

N == N(K, Ek ) = 1, and Nko+t > 1. We can assume that•• • =£ == E I.et ko o ko - 1 ko · Let £ == U : ... £ k · Let S k be a regular simplex with length of edges equal to 1 and di-
mension Nk (k = k0 + 1, k0 + 2 , •• •) ; moreover , the Sk are located in pairwise or-

al Subspaces of the Hilbert space H. We set S = :E00

k + 8€ S ttiogon o I k k· 
By the additivity property of h 1 we find (Proposition 31) 

a:, CX) 

Jii(S)= ~ 2-kh1(S,J<8 ~ 2-kv2 1tl11(N,..+ 1) < 8 \'.'2i:ln :: i v~~ 
k:k 0+1 h=k 0 +1 l:=- a:, 

It remains to describe a certain subset of S whose image under some contractive map­
ping is the set £. We describe an injective mapping of E into S whose inverse will be 
the desired contractive mapping. In the set £ we introduce an order relation in the fol­
lowing way. Let x E Ek and YE Ek+l. We say that y follows x if y lies in the Ek­
neighborhood of x. To each element y E £ , except for the element forming the Eko· 
net, we can assign at least one predecessor. For each such element y E £ we mark and 
fix one of its predecessors; in this way the elements of£ are arranged in the form of a 
tree. The order relation corresponding to this fixed tree structure will be denoted by 
>-. Thus, if y >-x , then there exists a chain x-< z 1 -< z2 -< · · · -< zp-l -< y for which 
z1 E £ H i• x E £ k and y E £ P, and each member of this chain , except y, is the desig­
nated predecessor of the next member. Now if X; E Ek; (i = 1, 2, 3), x 3 -< xi' and 
x3 ~ x2 (k3 < k., k3 < k2 ), then 

CX) 

bo= ~ a~0 l ES , 
k - k 0+ 1 

to lhe points x<I) the respective points k o+ t 

bl" = ak!t1 + I aL0 l ES , 
k- 2 

Ind · \ (I ) <t.,- 1> >- ... >-x <1> ' lll general, if the point x(I" E £ s > k
0 

Is such that x, ·' >- x J - 1 4 o' th J , . • 

en we place it int o correspondence with the point 
Cl) 

(' ) I- I I ) I- , -. ( l (tl)_ b<',l - a ko+r) + +a"•-• - a,• - ~ A, I - k
0
+ 1 • ' • , - I k • 1 t I 

Ok ) Ok2) E £ Moreover, it is easily seen that if for the pain ts x k 1 
1 E £ 1q at1<l x k 2 k 2 

th , · (/ k3) E£ i e if e lllftmum in the sense of the order on the tree is attained at x k 3 k 3 ' · · 
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which proves the con tractive character of the inverse of the mapping just described. • 

CoROLLARY 1. If p(K) < 2, then KE GB, and rK
0 

(and KK
0

) can be estimated 

from below by means of the inequalities in Propositions 32, 33, and 20. 

COROLLARY 2 (Dudley's theorem [33]). If "E 2-k {log2 N(K, 2-k)) 1l2 < 00 

' 
then K E GC; in particular, p(K) < 2 ~ K E GC 

Indeed, we can assume that the set K is convex and balanced. If the sequence 

{L;} of spaces satisfies the conditions of Proposition 30 , then for any € > 0 only a fi. 

nite number of members of the sequence N(K n L;, e), j = 0, 1, .. . , are different 

from 1, from which it follows that the right-hand side of the inequality in Proposition 

33, with Kn L; substituted for K, converges to zero, and, by 6) in Proposition 30, it 

follows from this that 5(.K) = 0, i.e., K E GC (Proposition 27). • 

3. Let M = M(K, e) be the cardinality of a largest subset F CK consisting of 

elements such that the pairwise distances between them are greater than e (an e-lattice). 

PROPOSITION 34. If M = M(K, €) ~ 10, then for any e > 0 

PROOF. From the inequality 1) in Proposition 20 it follows that h 1 (K) ~ 

0-
1
{21r)112(1 - r(aK)

0

). If Bn is the simplex whose vertices are the vectors r 112el' 

· · ·, 2-tf
2

en, where el' ... , en are unit basis vectors, then, by Theorem 2, we find 

that 

Consequently (see, for example, [27) , Chapter 5), 

V21t v- ( [ v2/1a ]JI) 
h1(K) >, - 0 (1 - -r(as8 6 )

0 ) = !1t 1 _ V:1t s exp(-! uJ)du 
- ex:, 

= V;1t(1- [1- 2°;itexp(-01:a)(1-ttC;))Y~), whereO < ~( z)<? · 

For oe < 1 we continue the chain of inequalities: 
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= ':' ( 1-exp (- exp[- ,,',,+ In M + In 
4
,~, ])), 

. 2 In ( M/4 1/2) . . . 
Since the funct10n z z rr is monotonically increasing with 

2 · respect to 
d since, as is easily checked, z In (zM/4rrl/2) > 1 for M ~ 10 and z == 2(ln M)- 112 

z, anfi d that if a and € satisfy the condition -(o€) 2 + In M + In (a€/4rr1/2) _ 
0 

h ' 
we in -1 2 / 1/2 . - ' t en 
oc < 2(1n M) I < 1, and a < 2 €(In M) , from which the desired inequality follows 
imJilediately. • 

COROLLARY. If lim sup €
2 

ln M(K, €) = 00 (in particular, if p(K) > 2), then 

hi(K) == oo, and K ($. GB. 

Indeed, it is well known [68] that M(K, €) ~ N(K, €); hence, if p(K) = p > 2, 

then for some sequence fk \t Owe find that ln M(K, Ek)> q ln (I/Ek) for some q > 2, 

i.e., c% 1n M(K, Ek)> 1, and fkOn M(K, €k)) 112 ~ 00 ; with regard to the condition 
K ($. GB see Theorem 1. • 

If lim supf➔O €
2 

ln M(K, €) < 00
, then the condition KE GB may or may not 

hold. 

For example, let ak = (k In kr 1
, k = 2, ... , and let rr be the set of vertices of 

a rectangular parallelepiped whose edges have lengths ak. By the additivity of the func­
tional h1 we have h 1 (rr) = L ak = 00 , i.e., rr ($. GB. We prove that 

lim e2 Jog M (1t, e) = 0. 
I-+() 

It is known [68] that M(K, €) ~ N(K, €/2), and so it suffices to prove that €2 logN(rr, €) 

-+ 0. If for fixed € > O we choose a number m = m(E) such that the subset rrm C rr 
composed of the vertices of some rectangular parallelepiped with lengths of edges a2 , 

·· • ,am +I forms an €-net in the set rr, while the set rrm-l does not, then we get that 
N(rr, e) ~ 2m(e), and log2 N ~ m(e). If rrm is an €-net in rr, then !:;=m+2 (k ln kr 2 

~ €2, and, by assumption, L;=m+t (k In kr 2 > e2 • Since 

a, 

f dt 
J t2 ln 2 t 

m+2 

it follows from this that 

co 

1 -2 \ ~ . 
(m + 2) ln 2 (m + 2) J t 2 ln 3 t 

m+2 

co co 

1 1 \ dt ~ _!_ 
mJn2m>(m + 2)ln 2 (m+2)> J t2Jn2t> ~ k2 Jn2k 

(X) 

- ~ 1 
"" k21n2 k 

ka m+1 

and hence 

1 
(m + 2)2 1n2 (m + 2) 

m+2 k- m+3 

1 ~ 2 __ .....,.,,.-;-;,;-:--;--;;, > e- - ml Juli m 
(m + J)l' Jnl (m + 3) 
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A more careful calculation would show that JJ e2 d (ln N(rr, e)) > _ 
00 

f tJ I d . f . . . . It is 
ous to note that with the help o 1e met 10 s o estimating €-entropy cJ 

I 
curt. 

. . eve oped b 
MitJ·agin in [79) it can be shown, using the Mmlos- Sazon ov theorem (o Y 

' r our esu 
that in the class of ellipsoids E (sets of tJ1e form {x: L (x, ek) 2 (A.z ,t;;;; I} C H lllates) 

is an ord10normal basis) the condition JJ e2d(ln N(E, e)) > - oo is necessary. ' Where et 

cient for the condition E E GB. An example in which K E GB and a
nd surn. 

lim sup e2 ln M(K, e) > 0 

was given by Dudley in [26] . In the same place Dudley remarked that in all kno 
examples of CC-sets K the condition lime_..0 E

2 
log N(K, e) = 0 holds. Our meth:s 

permit us to prove a more precise statement. 

PROPOSITION 35. The following inequality holds: 

o (K) > 
2
1. (1-_!_) Jim sup e yin M (K, e). 

e &➔0 

PROOF. For any linear subspace L C H of finite defect d = dim (H/L) the or­

thogonal projection Pr L K of a precompact set K onto this subspace has the same order 

of growth of e-entropy: 

limsup e2lnM(Pr 1,K, e) = Jim sup e2 In M(K, e). 

It suffices for us to observe that, since K is contained in the orthogonal sum of the set 

Pr L K and some d-dimensional bounded set, we have the estimate M(Pr L K, e) ~ 

M(K, e)c(K)/ed, where c(K) is a constant. From this it follows that 

lim sup e yin M (K, e) < lim sup e yin M (PrLK, e). 

From Proposition 34 we get, as e ~ 0, 

h 1 (K)>Iimsup(1-f-)V; eylnM(K, e) 

and consequently, for any subspace L, dim (H/L) < oo, 

h1 (PrL K) ~ lim sup( 1-{) V; e yln M (K, e). 

Now if {L;} is a sequence of such subspaces that decreases to zero, then by the 

assertion 5) in Proposition 30 we get, finally, 

o (K) = ./ lim h1 (PrL1K) > +-(1 _ J_) lim sup e: yln M (K, s) • 
v21t J 2 e 

As was mentioned earlier, in the case of stationary Gaussian processes the e-entrop~ 

language permits us to give necessary and sufficient conditions for the continuitY 
0 

sample functions. for 
4 ~~ . Unfortunately, we cannot hope to get a necessary and sufficient c that 

the condition KE GB or KE GC in terms of e-entropy. It was shown in P211 t e) 

for any increasing function H(e) there is an ellipsoid E for which H(ae) ~ log N( .'th 
l ·ped Wl 

~ H(be) . Now let H(e) = log N(Tr, e), where Tr is the rectangular paralle ept f .,, 
oD ro1•• 

lengths of edges a" = (k In kr 1 described above . As noted, JJ e2dH(e) > - 1 



Scanned by CamScanner

§ 8. THE N N-OAUSSIAN ~ASE 
69 

. f Uows that an ellipsoid wlth the same growth of entropy belongs to the Jrlch it o 
VI GB, while Jr 1 (rr) = I: ak = + 00

, _and 1T ~ GB. It can also be shown that it is not claSS·ble to characterize the class GB m terms of the sequence of flnite-dimensional dia-Po55' Regarding the GC property , it follows that , as will be clear from the next scc-rneters, · I GB l h . , 1 ellipsoid havmg t 1e property a so as the CC property (just as any con-tton, eac 1 . . . . I tis the umt ball of a reflex.ive space); therefore, the example given with the vex set t 1a . . . 
I . cd rr and the elhpso1d E, both havmg the same growth of entropy shows aralle cp1p 

' P th lass of GC-sets cannot be exactly characterized by entropy criteria that e c . . . . . . S. The basic results of this section can be summarized m the following form (Pr L is the orthogonal projection onto the subspace l C H). 

THEOREM 4. For the convex balanced precompact subset K of the Hilbert space H to belong to the class GB it is necessary that 

lim sup e2 log 2 N (K, e) < co. 
l➔O 

Moreover, if M(conv K, E);,, 10, then 

h1 (K) > 0.6:ie yl11 M (K, e), n (K) ~ 
1
o.:~t Ii 111 sup e y l11 M (K, e) 

I -► Q 
and, in particular, if K E GC, then 

lim sup e2 log2 N (K, e) = 0. 
Moreover, 

ro 

h1 (K) < 22 ~ 2-"' y lug2N (K, 2-k) 
k = -oo 

and, in particular, if L:
00 

2- k(log
2 N(K, 2- k)) 1l2 < 00 , then KE GC. 

§ 8. The non-Gaussian case 
1. We now try to determine what the geometric characteristics can yield in in­vestigating the questions of boundedness and continuity of realizations of arbitrary (not necessarily Gaussian) random processes. Let K. c L2 (n, µ) be an arbitrary subset of the space of square-integrable functions, which, as before, we regard as a random pro­cess. When we are interested in the question of boundedness (with probability 1) of the sample f · ~ . K~ unctions x( w ), x E K, of this process, none of the structures on con-n~cted with some property of the parametrization are essential; but if we are concerned \VJ

th 
~he continuity of the realization x( w) of the process K., then we always assume that K h th ~ 2 · t d . as e topology induced by the imbedding K C L (we shall be mteres e mainly in precompact sets K, so we need not specify which topology on the Hilbert ~ace H is used). It is not hard to see that the specification only of the geometry of K does n t 

t· ·t of ·1 
. 0 now provide, in all cases, an answer about boundedness or con mui Y ' realization F • d d w· and p . · or example, from a geometric point of view the stan ar iener r°'sson processes, regarded on the same intervals of time, are equivalent. It is Utere-ore advisabl f I K~ that would guar-e to try to find geometric characteristics o · t 1e process antee its b h I . f K . L 2 i e in-oundedness or continuity independently of t e ocahon o 111 ' • ·, dependently of the more subtle properties that are detectable only with the help of the 
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fi 
. 1• s.illl!l.l di!.tributi ns. tlrn hlgher moments. the properties co 

mite 1.nnen. · • . nnected . 
• . i r with th, stru ·ture of the partlally ordered set With th 

nnJ.1 stru ·tun' m , etc. In e 

t (') isolate Ute whole class of U10se subsets of a Hilbe t 0ther 
\\ rds. " ' "• J\ " . r space Iha 

j r :esses , itlt bowtded (or continuous) realizations fo t rep. 
n:scnt an m P ,. r any co 

. . 1- tltt' Hilbert space with distinguished subset in the form of ncrete 
l'\'aJr unon l) . . a Hube 

; ) 1 ·quar"•integrable fw1 ·u ns w1U1 respect to a probability m rt space 
l . 1 s • . . easure /J. 

\\ .• t'i~t study the property of boundedness of realizations. T 
c: , .., . • . • • o say that 

::t.'SS A L 1( • µ) has b tmded reu.l_1zauons with_ probability 1 is to say that thlhe 

meamrnbk fun tion sup K with values m_ { R , + oo} is almost everywhere finite (it: 
m re precise t spesk f the class of eqwvalence mod O of such functions) . 

...... ., . . ' 1.e., that 
th subset K C L · D. µ) C S D. µ) 1s structurally bounded m S(rl , µ). 

\\ e c ns.ider the following characteristic of a compact balanced subset K of the 

Hilbert space H. 

D FINITI N see [ 116]). Let K C H be an arbitrary subset of a Hilbert space. 

l11en t11e haracten·stic f K is defmed to be the number 

s K ) = sup ( II sup!? Ill, (S?, µJ}, 

where K. is the image of K w1der a Oinear) isometry of H onto some space L 2(Q, µ), 

the inside sup is taken in the sense of the natural partial order structure in L 2(Q, µ), 

:ind the utside sup runs over all possible such isometries. Sets K for which s(K) < Cl) 

are c:tlled Schmidt sets. or s-sets. 

We remark that the value of s(K) would not change if the outside sup were taken 

onl,, ver the discrete measures, i.e., with respect to all possible isometries of H onto /2• 

As is sh wn below, the class of Schmidt sets coincides with the class of subsets-of 

Schmidt ellipsoids· for ellipsoids E the value of II sup Ell 2 
, where Eis the image 

L (Il,µ) . 

of E under an isometry of H onto L 2 (!1, µ) , does not depend on the choice of this 

isometry. 

THEOR EM 5. Let K CH. If s(K) < oo, then K is ·the image of some bo11nded 

subset of the unit ball of H under a Hilbert-Schmidt transfonnation whose squllTt MS 

trace equal to s(K): morem 1er, the sample functions x(w), x EK, of any rar,d0"' pro­

cess KC l 1 (rl µ) tlrat is isometric to the set Kare bounded and continuous (wi~ rt 

~ bset KC 
speer to x EK i11 the relative topology). But if s(K) = oo, then for some Sll '"1 . 

l 1 n ) · · ,oee~f.¢ 
, µ 1somemc to the set KC H the sample fimctions of the random P ae[of 

unbounded with probability I , i.e., sup K = +oo (mod 0). The co11ditiot1 s~K) ~ C }I. 

lows from the finiteness of II sup KIi for any K c l 2 rJrat is isomemc ro 
L ic n ,JJ > ll witl8 

W d th the fo o 
e prece e e proof by a number of auxiliary statements. From ye"-: 

argument ·t will b l • n of con 
s 1 e c ear tltat we can limit ourselves to the considerauo ·th re-

symmetric (with respect to zero) compact sets K c H. The half-lengths of K Wll We 
s . u I( e ) . 
pect to le basis {ek } are defined to be the numbers gk(K) = sUPxEK X, ~ereiS111 

prove that for each s-set K in an infmite-dimensional separable Hilbert space. ,&111en· 

ellipsoid cont · · · ·th th t in fuute of 
. ainmg it wt the same s-characteristic. It is curious 8 •· tence 

:nal ~pa~ the la~t. statement ceases to be true (although the fact of the ex.is 

s-ellipso1d contammg K is then trivial). 
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The proof given below is close to the arguments in (116] . Other proofs of the 
haracterizing s-sets as subsets of s-elHpsoids are now known (see [ 111] or statement c 

173) ). 
PROPOSITION 36. Let EC H be an ellipsoid, {bn} the lengths of its semia.xes, 

} 11 arbitrary orthonormal basis; then ,nd {ek a 
s (E) = ~ g1. (E) = ~b;,. 

PROOF. It suffices to prove the second equality. Suppose that in the system 
co>} the ellipsoid E is given by the inequality 

{ell 

~ 
(x eCOl)2 ~ ~ ' b; ~ 1, x =""" ~nelo)' ek = """akne~O). 

n n 

Obviously, 

gi(E) = sup (x, ek)2 = sup (~~nak11)2 = ~b;,aln, ~~b;,aln = ~b~,. • 

61 

PROPOSITION 37. Given the n points x 1 , ... , x n in the Euclidean space R", let 
K = r(x l' ... , x n) be their convex balanced hull. There exists a unique ellipsoid E 
containing K and such that s(E) = s(K). 

PROOF . We first suppose that the vectors x 1 , ... , xn are linearly independent. 
The proof is carried out by induction on n. For n = 2 we locate K in a rectangle P so 
that the points x 1 and x 2 lie on adjacent sides of P, and the diagonals of P are parallel 
to x1 + x2 and x 1 - x 2 . It is easy to see that there is an ellipse contained in P and 
passing through x 1 and x 2 . I.et e 1 and e2 be unit vectors orthogonal to the sides of 
P. E :> K; consequently s(E) ~ s(K); but s(E) = gi(.K) + g~(K) ~ s(K), i.e., s(E) = 
s(K). Since there is only one ellipse in P that passes through x 1 and x 2 , every other 
ellipse has half-lengths in the system of coordinates e 1' e2 that are not less than g 1 and 
g2 , respectively. 

Now suppose that the proposition has been proved for n - 1. We consider K = 
r(xl' • .. , xn) CR" (the vectors x 1' .. . , xn are assumed to be linearly independent). 
We consider an orthogonal basis e 

1
, ... , en in which s(K) is attained and let P be the 

rectangular parallelepiped whose (n - 1 )-dimensional boundaries are orthogonal to the 
vectors ek and are supporting hyperplanes for K (we call P the extremal parallelepiped 
~or K). We remark that any boundary of P is the extremal parallelepiped for the pro­
Jection onto it of K. In particular, the (n - 1 )-dimensional boundary G n orth0g0 nal to 
e" _is the extremal (n - 1 )-dimensional parallelepiped for the projections onto it of the 
~mts x 1, · · • , x

11
_

1
. From this it follows that there exists an (n - 1)-dimensional el-

lipsoid E I · • h . . 0 x contain-. o Ymg m t e hyperplane passmg through the pomts , x 1 , · · · , n-1' 
in~ these points, and contained in the cylinder with generatrix parallel to en and direc­
trix G 11· There obviously exists a (one-parameter) family of balanced ellipsoids { E,} 
contained · . . . . ( E is a degenerate lil our cylinder and contammg the pomts x 1 , • • · , xn-1 o 
~llipsoid contained in our family). I.et us now assume that the boundary Gn does not 
intersect Eo. In this case there is an ellipsoid E for which G n is a supporting hyper-
Plane let , dtoE Consi"d · the pro1·ections of · xn be a point of tangency of G,, an to· enng 
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p and E onto the plane L(ek , en), k = 1, ... , n - 1, and using the theorem" 
' 0 alit fth · ti f ior 

2 d the remark about the extrem y o e proJec ons o P, we see th n = an . at the 
d. t f x' coincide wtth those of xn . coor ma es o n . 

. t show that the boundary G,, never mtersects E0 . We t 1 It remains o . . . , rans ate G 
all l ·t If and at each of its pos1t1ons we mark a pomt x on it from th 11 par e to 1 se , . . e follow 

. dit' . for each k < n the proJect1on of the whole parallelepiped cut · mg con 10n. _ out frorn 
lind by the hyperplanes of G and G,, onto the plane L(ek e ) is our cy er n . . . ' n an extre. 

mal rectangle for the parallelogram ~th ver_ttces at the proJecttons of xk and x'. The 
set T thus obtained contains all possible pomts of tangency of the ellipsoids in {E } 

deli . t th . t . t and the hyperplanes of G n; however, in a tlon o em 1 can contam also other points 
for example, lying on the other side of the hyperplane containing E0 from the poin/ 
e,,, but for which (x', en)> 0. We note first of all that x,, ET. Next, considering 
that (xn , en)> 0, we show that xn and en lie on the same side of E0. Indeed, if this 

• I ") h II • is not so, then we consider K = f(x 1 , . . . , x n- l , x 11 , w ere x n is symmetric to x 
n 

with respect to the hyperplane of E0 . Since s(K) = s(K'), and x~ is not contained in 
P (since (x~, en)> (xn, en)), P cannot be the extremal parallelepiped for K. A direct 
calculation shows that the projection of Tonto each coordinate plane L(ek, en) is a 
hyperbola x n = Ck /x k, from which it is clear that the curve T itself is a branch of a 
hyperbola. Each point x E T lying on the same side of E0 as e,, lies on some hyper• 
plane of Gn disjoint from the ellipsoid E0 ((x, e,,) > 0). This concludes the proof for 
the case of points lying in general position. For linearly dependent vectors the propo­
sition is now proved by passage to the limit. 

The uniqueness of a minimal ellipsoid is proved just as in the case n = 2. • 
REMARK. Suppose that the linear span of the compact set K = f(x 1, ... , xn) 

has dimension m and that on the (m - !)-dimensional boundary of the minimal ellip­
soid E there are k of the points ( of course, k ~ m). Then s(K) = s(E) already ink· 
dimensional space. Indeed, we can regard the vectors x 

1
, ... , xn as limiting cases of 

linearly independent vectors; here the limiting extremal parallelepiped is not more tban 
k-dimensional, since, if xs lies inside them-dimensional ellipsoid E then the corresPond· . , . 
mg boundary of P, and hence also the opposite boundary, contains E, i.e., they merge. 

PROPOSITION 38- Let the convex balanced compact set K have dimension n mid 
[' . Rk (E) == ze m , k ;;;>-: n (n + 1 )/2. Then there is a unique ellipsoid E :) K such that s 
s(K). 

It suffices to prove Proposition 38 for arbitrary convex polyhedra. 

. ~EM .MA l . Consider the compact (in its natural topology) space E of txzla11~ed 
el/zpsozds m Rn that contain some compact set M = r( x) and are co11ta111ed . . x ..... ' I E 
ma given (sufficiently large) ball. The ftmctional s has a unique minimum 011 . 

P S B 1110\'iflg ~OOF. uppose that s takes a (local) minimum on some ellipsoid E. y _,~int~ 
a sufficient number of point . . k f the Jlll1"'" s . s X1+1 • · · · , xN mto E, it is possible to ma e Xf{} 
( mallest m the sense of the value of the functi'onal ) 11. .d f K' == r(x l' · · · ' B t s e 1pso1 or t we 

u not more than I of the points lie on the boundary of E, so, by the rernark a 
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., proof of Proposition 37, s(E) = s(K') = s(K) in /-dimensional space i e d of u1e . ' .. , en . ueness proved, the eUipsoid Eis minimal also for K. • 
bY tl1e un1q 

MA 2 Suppose that the linear span of the compact set M = r(x x ) LEM . l • . .. ' 
•on m and E is the minimal ellipsoid for K. There are not more than n 

/taS dimens1 . • . . . . 
1)/2 pomts x . , . .. , X;N such that E zs already the mmzmal ellipsoid for 

,n(lll + 'I 

r(X· , · · · 'X;N). 
IJ 

PROOF. By Lemma 1, E is the minimal eUipsoid of the set of points lying on its 
l Suppose that the number of such points is greater than m(m + 1 )/2. From sunace. 

We choose m(m + 1 )/2 points for which the functional s takes a largest value on 
theJTl . I , I , , 
the minimal ellipsoid E for these pomts. Suppose that E 1s different from E. Since 
an m-dimensional balanced ellipsoid can be specified by means of m(m + 1 )/2 points 
of its surface, in this sense there are "dependent" points among our points, i.e., points 
such that each ellipsoid passing through the remaining points passes also through them. 
We remark that outside the ellipsoid E' there is at least one of the points lying on the 
surface of E. We discard from the number of our m(m + 1)/2 points a "dependent" 
one and add a point x s lying outside. l11e minimal ellipsoid E" constructed for these 
new m(m + 1)/2 points is such that s(E") > s(E'), and this contradicts the choice of E: • 

The proof of Proposition 38 for an arbitrary convex polyhedron follows now from 
Lemma 2 and Proposition 37. • 

PROPOSITION 39. Let K C / 2 , II sup KIi = 1, and let Pr be a projection operator. 
Then II sup Pr (K)II ~ 1. 

For finite-dimensional coordinate spaces /~ the assertion can be verified directly. 
In the case of infinite-dimensional / 2 one should use the fact that Un /~ is dense in /2

. 

We mention that the analogous assertion for arbitrary selfadjoint operators with norm 
not exceeding 1 can be proved in the same way. • 

PROPOSITION 40. Let H be infinite-dimensional, K C Hand s(K) < 00
• For any 

€ > 0 there is an ellipsoid E such that K c E and s(E) ~ s(K) + e. 

. PROOF . If H = H1 ffi H2' then s(K) <;, sH (PrH (K)) + sH/PrH2 (K)) (the nota-
tion is clear). Let H be decomposed into an infi~ite o~thogonal sum of finite-dimen­
sional subspaces H = H ffi H · EB • • • in each of which a balanced ellipsoid Ek is given, 

1 2 • 
and let E be the sum of the ellipsoids E . let the positive numbers X 1 , X2, · · · be such 
that r X! == l . Then Eis contained in :i ellipsoid E such that s(E) = 1: s(Ek)Xi, In 
fact th · ' e pomt x = {t k} belongs to E if 

~H 
~ bl < 1, 
k = I 

but· · 
lil this case the ellipsoid E, 

"' 
~ 

k - 11,+l 

•• •t 

co 

~ ei .....---1 ~ ').,.'2b~ ~ ' 
k = l k k 

contain s x, and hence all of E. 

if n, ~ k> n,- t> 



Scanned by CamScanner

64 
II . SAMPL E FUN CTION S OF RAND OM PHO ESSES 

h the Proof of the prop osition in the following way p . 
Now we approac . · or sun. 

. . k (K) = 1 We choose an arbitrary sequence 1, a2 , a 3 , •• . \ 0 Set 
phc1ty we ta e s · H 1 h th t p · ect 
a finite-dimensional subspace HI' H = HI EB ' sue a . s( r H l (K)~ > I - a2; then 

It •s clear that Pr H (K) can be moved mto the finite-dimens· s(Pr 1 (K)) ~ a2 . 1 . 1 , Jona! 
. H. E (E ) .,,,,, 1 since PrH (K) can be regarded as Pr H (Pr H' (K)) whe ellipsoid 1, s 1 ""' , J • • J 1 ' re the 

. . f H' ·s n(n + 1)/2 (n is the d1mens10n of H 1 ); but d1JTiens1on o 1 1 

1 ~ s,, c11+ iJt2 (Prfli (K)) ~ s,, (11+ 1)/2 (Pr11~ (K )). 

Continuing this construction, we arrive at a decomposition of H into an infinite orthog. 

al H _ H ,n H ,n... where the projection of K onto H 0 is zero and the on sum - 0 <J7 1 <J7 • ' pro-
jec tions onto H

1
, H

2
, ••• can be included in ellipsoids E1, E2 , ... such that s(E) ~ l, 

s(E2 ) ~ a2 , etc. Since 

(the infimum runs over all sets of Ak, i ">..k2 = 1, and over all sets of ak, ak \ 0), the 

proposition is proved. • 

PROOF OF THEOREM 5. To prove that each s-set K is the image of some subset 

of the unit ball of the Hilbert space under a Hilbert-Schmidt transformation whose 

square has trace s(K) it is sufficient to prove that K is contained in some ellipsoid E 
for which s(E) = s(K). 

We equip the space of ellipsoids in Rn with the natural topology . Fix a basis 

{ek}. By means of a diagonal process we construct a sequence { Ek} of ellipsoids in H 
containing K and such that their projections onto each finite-dimensional coordinate 

subspace converge to certain ellipsoids, and s(Ek) --+ s(K). It is not hard to show 

that the projections onto any finite-dimensional subspace will then converge. The col­

lection of limit ellipsoids of the projections forms a "spectrum", i.e., is such that if 

L 1 C L 2 are finite-dimensional spaces in H, then the limit ellipsoid in L
I 

is the projec· 

tion of the limit ellipsoid from L 2 onto L 1. This spectrum is generated by the projec­

tions of some closed convex balanced set E. Since all finite-dimensional projections of 

E are ellipsoids, Eis also an ellipsoid. The inequality s(E) ~ lim s(Ek) and the inclu­
sion K C E are obvious. 

REMARK . The condition that H is infinite-dimensional is essential For example, 
for a regular hexagon Zin R2 there is no ellipse E containing z for which s(E) == 
sRi{Z). 

We now show that s(K) < 00 if i g~(K) < oo for any basis {ek}, i.e., if 

II sup Kllu c12. µ.) < ro, 

for all possible isometries of (H, K) onto (L2(n, µ), K), at least for discrete meas~res 
µ. Let s(K) = 00

• There are othogonal unit vectors e . . . e such that i71 g,i/() 
~ I M 1' ' n l to - . oreover, by the preceding, s(K) = oo again holds for the projection of Kon 
the orthogonal complement H of these vectors In H k the same constructi()ll 

. 1 • 1 we ma e 
with PrH1 (K). Continuing the process, we construct a basis in which, obviously, 

i gi(K) = 00
• The last assertion can be restated as follows: each subset of 12 tbat, 
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tl any of It unitary images is order bounded I an ,Mel. Furth r. w note 1her wl 1 
. 2 toge d in the sense of / can be replaced everywhere by the rdcr in the en 0 the or er . . th•1 • 1 Is not isu111orpl11c lo the flrst). Indeed, the supre111u111 of an s-olllpsoid 

f L2(wluc1 2 o . 5 {!. (t) l is 1: /,, (1), and its norm is invariant with respect tu unitury trans-Ith sen11nxc " 
YI TIie role of the dense set in Proposition 39 is played by a ccrtuln set of for111atlons. 

functions. 
71 step We now prove that~the realizations x(w) of the p~ccss K C L 2 (n, µ) arc continu-

. 1 espect to x E K (in the relative topology on K) with probability I if K ls an ous wit ' r . ~ . Without loss of generality we can assume that K 1s convex. Let E~ be a normed s-set. ~ K ade up of the elements of the linear span of K and with the norm II· II~ gener-space 111 ~ ~ K ted by th.is set. Moreover, let E::) K be an ellipsoid such that s(E) = s(K) , and EE 
~ £~ the Hilbert space with unit sphere E and norm II · II E· It follows from the condi­
tlon~(E) < oo that the topology on EE defined by the original norm 11 · IIL2(n,µ) is ma­
jorized by the ] -topology (see [ 102)) with respect to the topology of II• II E' We now 
consider the positive definite functional 'l'(x) = J n e'x < w > dµ on EE. The functional 
..f(x) is obviously continuous in the norm 11 · IIL2(n ,µ)' hence also in the J-topology with 
respect to the norm 11 • IIE; therefore, by the Minlos- Sazonov theorem (in Sazonov's 
form) the weak distribution determined by it can be extended to a completely additive 
measureµ• in the Hilbert space of continuous linear functionals on EE. Thus, the func­
tions x(w) forming the space Er. can be regarded as linear functionals on some Hilbert 
measure space (H• , µ•) that have the same finite-dimensional joint distributions. By 
tl1e same token, a homomorphism g is induced [ 140] from the measure space (n, µ) 
onto (H*, µ*), acting in such a way that for an arbitrary (mod 0) element w En and 
an arbitrary x E EE we have that x(w) = (x, w*), where w• = g(w) EH• . But the bi­
linear form ( · , w*) is continuous on the set E c EE in the relative topology for any 
fixed w• EH*; therefore, for almost every w En the function x(w) = (x, g(w)) is 
continuous in x on the set E and a fortiori on the set K C E. (Jle remark that we 
have actually obtained the Gel'fand-Kostju~enko theorem on the density of the system 
of generalized eigenvectors of a selfadjoint operator from the Minlos-Sazonov theorem; 
see [118] .) 

We now prove the second part of the assertion of the theorem. Let K C H, s(K) ::: +00 Th 1 } . H · en, as already shown, there is an orthonormal basis {ek, k = , · · · 111 
such that t 00 2( th b 0 - m < k== 1 gk K) = 00 , where gk(K) = sup l(x, ek)HI. Let e num ers - o 1111 < m2 < .. ·be such that 

,n j+1 m j 

~gt(K) ~ ~g! (K)+ j + 1. N fflj't-1 k = l 

L~w We describe a realization of Hin the form of a subspace of the Hilbert space 
[O'. 1] by constructing a certain orthogonal sequence {fk(t), k = 1, · · · } and then assoc1ar f th f t' mg the vectors ek EH and Jk EL 2 [0, 1] . With this goal, let each o e unc-tons f (t) h th supports of the diff 

1 '· .. ,fm (t) take the three values hk, 0, and -hk, w ere e erent f 1 
h · · W 

h unctions are disioint and have the whole segment [0, l] as t eu umon. e c 0ose th J I · e values h h th t (K)h = g (K)h = .. . = g (K)hm . t 1s 1 , • • . , m so a g 1 1 2 2 m 1 1 I 
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'f p (H) denotes the orthogonal projection onto the subspace LUI) 
easytoseethat1 r, . 1 CJf 

t e and if ,fl denotes the linear isomorphis,n f (H 
spanned by the vec ors e I , •. • ' m I ' o l 1 ) 

L f L 2 [O 1] spanned by the vectors / 1 , .. . , /, then 
onto the subspace 1 ° ' m 1' 

m , 

~up IJf P r [11lK = (~ f!(K))' I, = con st. 

f t . f. f. is defined so that as bef 
The next sequence of unc wns m 1 + t' .. . ' m2 , ore, each of 
them takes the three values h k , 0, and - h k, where gm 1 + 1 (K)h m 1 + 1 = · · · == gm/K)h 
and, moreover, each function I; +(t), 1 ~ i ~ m 1 (which_ coincides with f;(t) where rn2' 

[,.(t) = h and equals zero for the remaining t E [O, 1 ]), ts orthogonal to each function 

!.' +
1 

1 ~ k ~ m and the same with respect to the functions f;-(t), I ~ i ~ m 
k•ml ""' ""' 2' t · 

It is easy to see that if Pr~H) denotes the orthogonal projection onto the subspace 

L~H) c H spanned by the vectors emi+l' ... , em 2 , and if'¥ : L~H)-+ L2 C L2 [0, I] 

is defined analogously to the preceding, then 

sup lJ.fPrf1lK = ( t g? (K))
112 

= const. 
k = 1111+ 1 

Continuing this construction, making sure each time that the newly introduced func­

tions fk, which take three values, are orthogonal to the characteristic functions of all 

the sets on which the functions fk defined earlier in the sequence are constant, we ob­

tain an orthogonal sequence and linear isomorphism '¥ carrying {e1c-} into {fk}; conse­

quently, we get a set '1'K in L2 [O, 1] isometric (and isometrically situated) with respect 

to KC H. 

We show that sup '1'K = + 00
• With this goal, we decompose each element y(t) 

E '1'K into an orthogonal series: y = L~ Yj, where yi E Li. For any m > 0 we have 

sup {f Yj} ~<~ y. 
J =l J=l J 

(where Y = L'[' Yj is the expansion of any fixed element y E '1'K); 

m m- 1 I 

~ Yj~ fim-ilfi1l > supy"'-~suplY·l ~ m 
J-~ J= l K J=l K J 

(by the choice of the numbers mi); the sign of the modulus of Y· can be omitted, be· 

cause K is balanced. Thus, sup{~'[' Y;} -4 oo . But it is clear tl:at if {A,,} is a se· 

quence of En -nets of the set A C L 2 and € -4 o th 
n , en 

lim sup {sup A } ~ sup A. 
n-+ oo 11 ~ 

In ~ur case the role of A is played by the set '¥ K, and the role of An is played by its 
pro1ection onto the subspace L EB . .. ll"I L d • 

1 w n· The theorem is completely prove · 
. _In conclusion we mention that s-sets cannot be characteri zed in terms of the fl· 

mte-d1mensional diameters d T hi M and 
n- 0 prove t s we construct two compact sets 1 

M2 .:) Mt having the same sequence of finite-dimensional diameters, but of which onlY 

M, is ans-set. Let M1 be an ellipsoid with semiaxes 
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n IJ,.. wh r 

II ' ( ·" : .,· ,/ ·,,' 
"' ,, e·· . 
4'1 " 

I I lo h k that for both MI nnd M2 II Is nol ,ur( 
"' 

t/ ~. I 'Y I 
.-.I ,,u l17:i"7i: 

II /, I I 

'flic conipncl sol M2 contains U,o puralJclepipod 

c.o . 

f) -{,r: ,/' ~ e,,e,,, I e I~ - 1-
1 

- } 
\: 11 ~ //,IIU • 

We show that Q is not an s-sot. 

07 

LEMMA . For rhe parallelepiped P = {x: x = I: ~"e" , lt,,I ~ ~~0>} to be ans-set it 

is 11ecessary and sufficient that I: ~~~) < 00 (~~~) > 0). 

Only the necessity needs to be proved. As is clear from the uniqueness in the fi­

nite-dimensional case, Ute ttxes of the minimal elJipsoid for a finite-dimensional parallel­

epiped are piuallel to its edges. Let {bk} (k = 1, . .. , n) be the lengths of the axes of 

the minimal elJipsoid for the projection of Ponto the subspace spanned by e 
1

, ••• , e"" 

By Holder's inequality for x = '1::': ~i0>e k we have 

~bi ~ (~ ~~'>)2 (~ ~f tr 1 
= (~~~">)2, 

from which the lemma follows. Thus Q, and a fortiori M2 , is actually not an s-set. • 

As a simple example we mention now that segments of the Wiener spiral are not 

s-sets, since they are isometric to the corresponding segments of a Poisson process. 

§ 9. Remark on Borel realizations 

let K CL 2(n , µ) be a bounded convex balanced set. Suppose that the random 

process K has bounded realizations with probability 1. This means that the correspond­

ing weak distribution can be extended to a measure in the strong dual of the space 

(L(K), 11 · IIK ). If ( L(K), II • IIK) is nonreflexive, then its dual can contain linear forms 

over l(K) that are not Borel with respect to the Borel structure induced by the imbed­

ding KC L2
. We can consider the strongly closed subspace L(K)<•> C (L(K), II· IIKt 

co · · K l 
. nsistmg of all the linear forms on L(K) that are bounded and Borel on · t was 

hilherto not obvious that each weak distribution of the type considered that is extendi­

ble to a measure in L(K)• can be extended to a measure in L(K)<•>; in fact, L(K)<•> is 

W~akly dense in L(K)•, and the situation could turn out to be analogous to lhe case 

Wlth the spaces C and L 00 :::> C where there exist "nice" processes with a measure con­
centrated in L 00

, but not in C.' However, it can be proved that, in the case described, if 
a weak ct· . . , . )• l • L(K)<•> = 1 (µ• is the istnbution 1s extendible to a measure m L(K , t 1en µ 
outer measure), from which it follows that we can regard the realizations of the process 

/( ~s Borel with probability I (compare with Doob's theorem in [24], p. 61, on the 
existenc f e O a measurable modification). 
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INDEPENDENCE AND COMBINATIONS OF 
MEASURABLE DECOMPOSITIONS OF A PROBABILITY SPACE 

Brief description of the problems discussed in the chapter. - § Io The 8 . kh o. · 1r off-von n problem- I. The Birkhoff-von Neumann problem . A doubly stochastic integ I Neuman . ra operator 
k rnel Requirement of completeness of the measure space Existence of k 

1 
. and its e · · a erne m the 

f Lebesgue spaces. Importance of completeness. Isomorphism operators and th . k case o 
err ernels. Formulation in terms of operators (70). 2. The extreme points of the compact set M of all doubly 

stochastic measures. Impossibility of using the Choquet-Krein -Mil'ma ·n theorem (7S). 3_ Other 
reformulations of the problem. Equivalence of the formulations . Condition of quasi-independence 
of decompositions. Terminology (76). 4. Existence of an independent nontrivial decomposition. 
Specifics of the continuous case in comparison with the matrix case. An example of Versik (7?). 
5_ Sketch of the general plan of proof of the basic theorem. Definitions and notation (79).' 
6. Description of the extreme points of the set of measures with given marginal distrib~tions and 
maiorized by a given measure. Generalization to the vector case. Application to the quasi-inde­
pendent case. Corollary: existence of subsets of constant width . The case when t /\ TJ * v (81). 
7. Description of pairs of marginal distributions of subprobability measures majorized by a given 
one. Theorem 6: reduction of the existence of a subprobability measure with given marginal dis­
tributions to the analogous problem for 2 X 2 matrices. Another formulation of Theorem 6. Re­
mark on a-finite measures (87). 8. Criterion for an isomorphism . Sets of the form A x B, µ.A + 
vB) c, of arbitrarily small measure (94). 9. Definition of the functional nm. The case when 
nm= I. Estimate of the closeness of marginal distributions (97) . 10. Theorem 7 : the approxi­
mation theorem. Version for the case when the decomposition t /\ TJ is purely continuous (99) . 
11. Definition of nnc• TT~C and TTC. Value of n'D when DC Uk Xk X Y1c- Version of the 
Lebesgue theorem on points of density of a measurable set. Derivation of the relation m(X I X Y 1) 
;i, µXI+ vY 1 - I. For X

1 C X there is a Y 1 C Y such that v Y
1 = l - µ.X 1 and 

n~(M\(X 1 x Y1)) < J + E ( 106). J 2. Determination of how close measures subordinate to a 
given measure n can be to doubly stochastic ones (112). 13. Proof of the existence of an indepen­
dent complement in the case of a bounded Radon-Nikodym derivative. Definition of th e con-
dition•¥ (e· X X · Y Y) Ex1·stence of countable decompositions satisfying th e 'l•· · ·• k• J••··• I' 
condition ¥(117). 14. Elimination of the condition of a bounded derivative. Description of the 
conSlruction. Theorem 8: Existence of an independent complement in the quasi-i ndepe ndent case. 
Generalization of Theorem 8 to the case when the decomposition t /\ Tl is purely continuous ( 122

). 
IS A Ii . · f' b ces The case when · PP cation of the generalized Theorem 8 to measures on af me su spa · 
t V 11 * E. Discussion of the case of three factors. Examples (127). -§ l l Probability measures on b • 1 Statement of su sets of direct products. o. Brief survey of the contents of the section. · . the bl - = b n /µ the o-nng Jl ). pro em. Definitions (a-algebras tr ® p, and n ® B, the Boolean alge ra ' Disc • 

1 of completeness of the ussion of the problem -of a-algebras of subsets of a product. The ro e me - . ( 130 ) 2 Reformula-asure space. The Boolean algebra O = eJ./µ. X ® B/µ. y and Its properties · · .. lion f . h 1 tion is given. Definition 0 the problem. The class S of subsets of a product for whic a so u . ) _ of th (C P) The metric p(C, D -e classes P, a Pand aP • Definition of the functional n(C) Ea · f 2 k . ence of a supremum or - n(cAD) and the space (a p, p ). Characteristics of the class Jl · Ex 1st ) 
3 

The familie · . . · f the condition FE !J (133 · · 5 m P • Definition of the class 3 and venficatton ° . . actness and space M ( . F the topology T on it, its comp ~ doubly stochastic measures on the set ' "condition". . d YCJIOBHe which means • Editor's note. y is the first letter of the Russian wor 

69 
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. b 'llt nd it s structur e. Theor em 9: co nditi o n for th e nonemptlness of M(F) metnza I Y, a . Dis 
( ) 4 Mi i nization of a set F E B. Reformul ati o n of Theorem 9 ( 140) 5 p cuaalon 137 . . n r . . . . · · roblcm of . f d bly stochast ic dens1t1es on an arbitrary ( and not only m the class It) the existen ce o ou . · u mcasur b 

b t f d t Strong minimi zation . The 2 X 2 matri ces . Derivation of the 
I a le su se o a pro uc • re ation 

( ) b( )d ~ fadµ + f bdv - 1. Generali zati o n o f Theorem 6 to th e o-finite cas T fa x y m . . e. heorern I ·t . for the existence of a doubly sto chastic density (141) . -§ 12. Marginal suffi . 0: en ena . . . c1ency or 
t t . t ' Defi'ni'ti'on s and initial discussion. Theorem 11: suff1c1ency of a marginal! s a 1s 1cs. · Y sufficient statistic in the case of an independent sample. Counterexample . Th e case when the Radon. 

Nikodym derivatives of the one-dimensional distributions are bound ed. General case. -§ 
13

_ C 
ditions for the existence of a one-to-one optimal plan in the problem of transport of mass in on. 
Minkowski spaces. 1. Preliminary discussion and history of th e problem . The Kantorovic-Rubin. 
stern metric. Counterexample. (160). 2 . Statement of the result. Notation and definitions. 
Locally affine decompositions ( 161). 3. Sketch of the basic idea of the proof. Sets on Which 
there always exists a measure that is the kernel of an isomorphism of the marginal distributions or 
an arbitrary probability measure on this set ( 163) . 4. Proof of the basic result of the section (l 6?). 

0. This chapter deals with the study of a circle of problems connected with 
combinations of a number of measurable decompositions on a measure space. The 
language of the theory of decompositions is one of several equivalent languages suitable 
for the description of the problems relevant here. It would be possible to conduct the 
presentation in terms of, for example, rings of functions or operator theory, but we 
have chosen the language of "pure" measure theory for the exposition. 

The main result (in the opinion of the author) in this chapter is the solution in 
§10 of a problem first posed, apparently, by Garrett Birkhoff (see [10], p. 266) that 
has attracted the attention of a whole series of mathematicians [42], [88], (83], [58], 
[89] , [16], [59] . Certain results that bear an auxiliary character, as far as the solu­
tion of this problem goes, also have independent interest. Thus, Proposition 38 (in 
the multidimensional version) was used for a proof of the existence of a nonrandom· 
ized test in the Behrens-Fisher problem (see [45], [70], [71] ). In § § 11 and 12 the 
methods developed are used for the solution of problems that are not directly related 
to the Birkhoff problem (a brief presentation of the results is contained in the Intro• 
duction). Finally, in the last section of this chapter its basic results are applied to the 
solution of a problem in econometrics : the determination of conditions for the ex­
istence of a one-to-one plan in the Monge-Kantorovic problem on optimal transport of 
mass in a finite-dimensional Banach space (a Minkowski space). 

· d The presentation of the results concerned with the Birkhoff problem is carne 
out in detail , so that not even the purely technical parts, sometimes involving quite l b · · · d · directed to , a onous estimates, are om1tte . In the applications the main attention 1s 
the theoretical side of the problem , and some standard arguments used earlier (for ex· 

xiliarY ample, the use of Zorn's lemma) are presented briefly. Nevertheless, all the au 
propositions are clearly separated everywhere. 

§ 10. The Birkhoff-von Neumann problem 
1 Th . xample, · e well-known B1rkhoff-von Neumann problem (see [11], or, for e . 

· with (l0] , P· 266) asserts that any square doubly stochastic matrix B (i.e., a matnx 
d · each nonnegative elements such that the sum of the elements in each row an 10 
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uni to J) of order n can be represented in the form 
c:olu!tln Is eq 

13= ~ p p 
l: G fl o' 

fl ' II 

71 

are nonnegative numeric.al coefficients, and P is the matrix of the pe _ where the Pg . . ~ . r . of an n-element set, 1.c., the Pg are square matnces with elements o and 1 utatton g 
in tri·ces) such that in each column and in each row exactly one element is ((0 )}013 

' t from o (and equal to 1); G n denotes the group of all such permutations g differen 
d contains, of course, n! elements. 

111 
Number 111 in the "list" of unsolved problems in the second edition of Birkhoffs 

raph Lattice Theory is to extend this theorem to the infinite-dimensional case monog • 
"under suitable hypotheses." The latter stipulation definitely shows that Birkhoff 
birnself had in mind under the infinite-dimensional case not only infinite matrices, but 
also the "continuous" case (which is in principle different, as will be seen, from the 
discrete case). Birkhoffs problem for doubly stochastic infinite matrices was con­
idered from various points of view by Isbell [42], Rattray and Peck [88] , Kendall 
(58],and Revesz [89] .' The last-named proved, in essence, that each doubly stochastic 
infinite matrix can be represented as an integral with respect to a certain measure on 
the set of permutation matrices. In our view there is most ground for calling Revesz' 
iesult the analogue of the finite-<limensional Birkhoff-von Neumann theorem in the 
case of infinite-dimensional matrices. 

An infinite-dimensional analogue of a doubly stochastic matrix is the "kernel" 
of a doubly stochastic operator, i.e., a positive linear operator acting from some space 
of equivalence classes of measurable functions on a measure space (X, 21, µ) into 
another such space of functions and carrying the function identically equal to 1 into 
the same unit (in this approach the "operator" is a more primary concept than its do­
main and image spaces, which can, in principle, be selected in various ways for one and 
the same operator; we call attention to the fact that no continuity of the operator is 
assumed-this is replaced by positivity). For definiteness, we can say that such an 
operator B acts from L ""(X, 21, µ) to L ""(Y, B, v). 

A doubly stochastic integral operator (with which we shall have to deal in the 
following) is understood to be an operator B acting on a function f by the formula 

(Bf) (y) = ~ k (x, y) I (x) tJ. (dx), 
X 

tihere k(x ) · M - X x Y of the • Y is a nonnegative function defined on the product -
lllellleasure spaces (X, 21, µ) and (Y, B, v) that is integrable with respect to the Product 

asure 
µ. x II and such that 

Ind 
~ k (x, y) p. (dx) = 1, for v-almost ally E Y, 

X 

~ k (x, y) v (dy) = 1, for µ-almost all x E X 
y 
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For th' spn cs (X. it µ) and (Y , ~ 1) it is always assumed thatµ a d 
I b n "ar 

t . 1 robabilit measur sand that the a-age ras U and ~ of mea e nonn m p . . surable s b 
tab\ generated i.e., are completions (with respect to the m u · sets are c un • . . . . easures µ 

t. 1 l\est O algebras contauung certain countable collections of s b and 1 O t IC Sll\!l · • U Sets ( 
able bases [9 ] ) . 1t is well lu1_own that in this _case the Banach al_gebras L .. (X, ~~Unt. 

d L ""( }/' 1» v) 'tre isomorpluc to each other m the sense of an 1somorpl. 1-l) an ' u . ' . usm of the 
Bana h algebra structures and of th~ partial!~ ordered Banach space structures. Such 

·somorphism does not imply an 1somorplusm of the measure spaces (X o, ) an • . ' u ' µ and 
( y ~ v) but it means an isomorplusm of the Boolean a-algebras of equivale • ' , nee claSSes 
of measurable subsets of these spaces (see, for example, (38]) ( the isomorphism of 
u1ese Boolean a-algebras follows already from the isomorphism of the Banach space 
structures of L ""(X, ~I,µ) and L ""(Y, ¥3, v). It is always possible, without changing 
tllese a-algebras and hence without changing the spaces L 

00

(X, U, µ) and L 00 (Y, ~. v) 
(as, in general, the spaces S(X, U, µ) and S(Y, ¥3, v) of all equivalence classes of mea. 
surable functions), to enlarge (92] (X, U, µ) and (Y, ¥3, v) by adding new elements to 
X and Y in such a way that the enlarged measure spaces ( do not confuse this with the 
completion of a-algebras mentioned at the beginning of this paragraph!) (X, U, µ) and 
(Y , lfl, v) become isomorphic to each other as measure spaces, complete (see [92], and 
also Chapter I), and isomorphic to some standard "nice" (i.e., complete with a count­
able basis) measure space, for example, the segment (0, 1] with Lebesgue measure, or 
the countable product of two points with one-half masses. 

We recall that a complete measure space with a countably generated a-algebra is 
called a Lebesgue space. An incomplete measure space is, in the exact sense of the 
word, just as exotic an object as a subset of a segment that is not Lebesgue measurable. 
In the following we assume that (X, U, µ) and (Y, ~. v) are complete; however, this 
requirement is not necessary and is introduced only for convenience, since we could 
carry out the presentation only in terms of the various structures on S(X, U, µ) and 
S(Y, ~. v) that do not concern the measure spaces themselves. 

The measure on (Xx Y, U ® ¥3) for which the function k(x, y) appearing in 
the definition of the doubly stochastic integral operator B is the density with respect 
to the product measure µ x v is called the kernel of this operator. If (X, U, µ) and 
(Y, ~, v) are Lebesgue spaces, then any positive measure m defined on the a-algebra 
a® ¥3 (whose exact definition is given below) and whose marginal distributions, i.e. 
th -1 ·cal pro· e measures m x = mrr x and m Y = mrr- 1 ( where rr and rr are the canoru y X y . ) jections X x Y -+ X and X x y --... Y), are equal to µ and JJ ( doubly stochastic 
generates an operator B (said to be doubly stochastic in this case) acting by t11e 
formula 

(Bf) (y) = ~ I (x) my (d;) = i f (x} d (m I y), (l) 
Cg X ,>..Y 

where CY,= {(x, y): Y = Y1
} is the corresponding element of the decomP0sition h 

f(X - · al 0 x Y, ~ ® ~. m) generated by the projection rr and m , is the condition le 
th . l y, Y , thewho measure on is e !,ment, which can also be regarded as a measure (m IY ) on ® t 

space (X x Y, fi ® ¥3). A detailed study of the collection of measurable sets ~ 
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I !IS of . uch do11hly sto hnstic measures ls contained in § t t and h' 11 l\r the 11. • . • we s a not l this nuostlo11 hor . Tho mcnsure m Is also called the kernel of the O t 
8 oslclllr · ·1 pera or . CO As Is shuwn below. without tho assumption of the completeness of (X, U, µ) and 

) II cannot b 11ss rtoJ thnt any doubly stochastic operator is generated b (l', fl, 11 
· Y some 

bl swchnstlc 111011suro on X x Y, though the last term In ( 1) shows that even 'th dou Y • , w1 out ,·,tlon of co111plolonoss, I.e. without the assumption of the existence of t)\e 6ssum, con-
I distributions on the clements of the coordinate decomposition t: the 'fi dlt\Otlll · ,; y , spec1 1ca-of u doubly stochastic measure on Xx Y defines an operator (the "conditional uon · 1· I d · . b I " n\lthematlcal expectnlton o 1 te ran om vana cf ). Nevertheless, the following state-

n,cnt holds. 

PROl'OSITION 4.1. Let (X, 'a,µ) and ( Y, ~, v) be Lebesgue spaces and B a doubly 
stochastic operator acting from L(X, el, µ) to L( Y, t, v). Then Bis generated by some 
kemel m. 

PROOF. We find the measure m with the help of the system of conditional mea­
sures "'x on the elements of the coordinate decomposition ~x = ~- This system of 
conditional measures can be obtained in the following way. Let ~(k) , k = l, ... , be 
a refining sequence of coarsenings of the decomposition ~x generated by the projection 
•x• where each ~(k) is a decomposition of the whole space X x Y into a finite number 
of sets (for example, into 2k sets that are projected onto X into 2k disjoint subsets of 
equal measure). For each k and each element Ck,n, n = l, .. . , 2k , we consider the 
function fk,n(x, y) equal to 2k on the set Ck,n and zero outside it. On each element 
Cx· of the decomposition ~x• i.e., on the set {(x, y) EX x Y, x = x'}, we now con­
sider the measure m , k that is absolutely continuous with respect to the measure I I X • 

vir~ (where~ is the restriction of the operator 1Ty to Cx•) and has density (Bfk ,n) · 
(y) with respect to this measure. Let mk be the measure on (X x Y, U © 23) having 
the family of measures m k as conditional measures on the elements of ~x• which x, 
makes sense, since 

~ (Bf k, n) (y) V (dy) = 1 

for any x. In § 11 it is proved that the set M of all doubly stochastic measures is com­
pact in the topology of uniform convergence on all subsets of the form A x B, where 
A E il and B E ~ (Proposition 70). Therefore, since on each subset of the form A x B h . . d ·t· ~(I) and B E ~ the • w ere A 1s measurable with respect to the ecompos1 10n r. ' 
values of the measures m stabilize as k - oo be0 inning with k = I, it follows that lhe k ~~~ . d sequence of measures m converges as k - oo to some limit m, which is the require k k . ernel of the doubly stochastic operator B because the operator with kernel m com· cides w·th B ' . h t to one of the de-1 on all the functions that are measurable wit respec COmpo 't• (k) . B • si ions t , and hence coincides in general with · • 

A · l d' • al ures m on the ele-s 18 c ear from the proof the system of con 1t1on meas x 
lllents Cx oft can be obtained ~n the following way. For (ahnoSt) all x E X the mea• SUre . · th se described above, . mx ts obtained as the limit of the measures mx,k 111 e sen 
I.e., in particular, for each B E ~ and µ-almost all x E X 

-
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mx, k ((1tfr1 B) - m:z; ((1tff 1 B) as k-+ co. 

f h E X for which this convergence holds can depend on th 
The set o t ose x . e choice 

0 . . 'bl to fix a countable collection of sets Bs, s = 1 . (ab . f 
B, but 1t 1s poss1 e . ' · · as1s in 
(y 11> )) such that the measures mx are determmed by the convergence of th 

' v ' v ' . . e vaJu 
f h es m only on this collection, and, at the same time the set f es 

0 t e measur x,k . ' o those 
x EX for which the conditional measures mx are determined does not depend on s 

and has full µ-measure. 
Thus, we have established a one-to-one correspondence between the class of 

doubly stochastic operators and the class of doubly stochastic measures (kernels of 

operators). 
The simplest doubly stochastic operators, though they are not integral operators, 

are the operators / T giving an isomorphism of the Banach algebras L ""(X, ij, µ) and 

L ""(Y, SB, v), and then, automatically, an isomorphism of the algebras S(X, ij, µ) and 

S(Y, ~. v). Each such isomorphism is the adjoint of some isomorphism x = Ty of the 

complete measure spaces (X, U, µ) and (Y, 1B, v): (/Tf)(y) = [(Ty). The kernel of 

such an isomorphism operator is a measure in X x Y that is concentrated on the 

graph of the isomorphism T, i.e., on the set GT = {(x, y): x = Ty} CM, and the 

canonical projections 1T x and 1T y carry this measure into the measures µ and v. 

If we do not assume the completeness of (X, U, µ) and (Y, 1_B, v), then we can 

give an example in which some operator / T does not have a kernel. Indeed, let X = P 

and Y = Q be two nonmeasurable subsets of [O, 1] with the class L of Lebesgue mea• 

surable sets such that l*P = l*Q = 1 and P n Q =¢,where l is Lebesgue measure (regard· 

ing the existence of such subsets see, for example, [38], p. 70). On each such subset the 

function l*, considered on the classes LP and LQ of intersections of P and Q, respec­

tively, with /-measurable subsets of the segment, is completely additive [38), and the 

spaces S([O, 1], L, /) and S(P, Lp, !*), as well as the spaces S([O, 1], L, /) and 

S(Q, LQ, I*), are canonically isomorphic (to each function in S([O, 1), L, I) we assign 

its restriction to P and Q, respectively). This defines a canonical isomorphism Ir of 

S(P, Lp, l*) and S(Q, LQ, l*) that, however, cannot be given by means of a kernel m 

on (P x Q, Lp ® LQ); the kernel of the identity mapping from S([O, 1), LI) to 

S( [O, 1] , L, l) is a measure concentrated on the diagonal of the unit square, which 

does not intersect the set P x Q c [O, 1] x [O, 1] . (For other purposes a similar 
example occurs again below.) 

Th . ~~~ e kernel mT of an isomorphism IT is a natural infinite-dimensional an . 
the permutation matrices pg of a finite set. Such a matrix p can be identified with 

the kernel of an iso~orphism operator when the measure sp:ces (X, ij, µ) and p a 
(Y, ~. v) each consist of n atoms having the same weight (1/n). We denote by g 
~ t p~ ere e measure defined on the product of two identical finite sets that corres . 
to a permutation matrix. In general, if B is a doubly stochastic matrix of diJ11ens1on 
n x n th B · 'fi h R" wh05e . , . en s1gni 1es t e kernel of the doubly stochastic operator Rn ~ 
matnx 1s n- 1B. 

s· il h tic im ar to the fact that in the finite-dimensional case each doubly stoc as . eaJl 
matrix can (b th B' kh f · .... hted rt1 Y e tr O f-von Neumann theorem) be represented as a wely• 
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t·on mutrices, it will be shown that each doubly stochastic integral oper-
f ennuta ., ~ 

o P b rctJrescntcd as the barycenter of a measure a on the set J of isomorphisms r cnn c . 
ato r it will be shown ( what 1s, generally speaking, not possible to gel in the 
I . 111orcovc ' ~ r • . sional case) that the measure o on the set J of isomorphisms can be chosen 
fi •tc-d1111cn 111 ay that the barycenlers of any two disjoint measurable subsets of l are In such n w, . . 

t chastic operators with mutually singular kernels (the precise concepts of ~~~so ~ collection of measurable subsets of J, etc., are discussed below). barycenter, . . 
The set fl of all doubly slochasltc operators with various topologies (weak, strong 

l·n various norms, normed) was studied by Peck [83] , Brown [ 16] and Kim operator . . . . . , 
91 where it was determmed m what sense 1t 1s possible to approximate the oper-

[S ' h . . l b •n ;-r or the doubly stoc ashc mtegra operators y means of the isomorphisms ators I M 
or linear combinations of them, and also by means of operators adjoint to measure-
preserving mappings that are not necessarily invertible. We do not need these results 
in the following. 

2. As we mentioned above and will discuss in detail in § 11, the set M of all 
doubly stochastic measures on X x Y is in the natural topology a compact set equipped 
with an affine structure and lying in the linear space of all measures of bounded vari­
ation whose positive and negative components have projections under the canonical 
projections onto X and Y that are absolutely continuous with respect to the measures 
µ and v, or are proportional to them. In the finite-dimensional case the extreme points 
of the compact convex set M" C R(" - l >

2 
of all doubly stochastic matrices (the 

"Hungarian polyhedron") are precisely the permutation matrices (that is, in essence, 
the Birkhoff-von Neumann theorem, since each point of a convex polyhedron is the 
barycenter of a mass distribution on the vertices of the polyhedron) . 

In the compact set M each measure mT that is the kernel of some isomorphism 
is an extreme point; but, unfortunately, such measures do not exhaust the set of 
extreme points. The simplest example of an extreme point of M that is not the ker­
nel of an isomorphism is the kernel of an operator B acting according to the formula 
(Bf)(y) == [(Ty), where T: X ~ Y is a measure-preserving noninvertible transforma­
tion. Indeed, the corresponding kernel mT is concentrated on the graph of the map­
ping T, just as in the case when T is an isomorphism. The conditional measures of the 
diStribution mT on the elements of the coordinate decomposition ~ y are 8-measures, 
~d if we have mT = (m 1 + m

2
)/2, where m 1, m 2 EM, then m 1 and m2 are abso­

utely continuous with respect to mT; therefore, since the conditional measures of m 1 
and m2 are probability measures by definition, and both m 1 and m2 are doubly 
&tochaSlic, we have on each element of the decomposition ~ y the single possible de-
COmpo ·r -. 81 ion of the conditional 8-measure: 6 = ( 6 + 8 )/2; consequently m 1 - m2' 1.e. m . 

' T 18 an extreme point of M. 
. later we give examples of other extreme points e of the compact set M, includ-
~~ some for which all the conditional measures of e with respect to the decompo-
sit10ns ~ d h t there are d x an ~Y are pairs of equal masses. These examples show t a 
OUbly stochastic measures (kernels, operators) that a fortiori cannot be represented 

as bary k f · his s centers of measures concentrated on the set J of ernels o isomorp m · 
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h ur goal we cannot make use of the usual and more natural ( . 
Therefore , to reac o · . • , since We 

d l. 'th i'ntegral representations) apparatus of the Choquet-Krem-MiJ man th are ea mg wt . eo. 
t t . of the points of a compact convex set ( with affine structu ) rem on represen a ton . re as 

f t . Borel measures on the set of extreme pomts . And if we co . 
barycenters o cer am . . ns1der 

I h t Points of the compact set M corresponding to isomorphisms then 
1 on y t e ex reme , , a . 

though we can describe a topology on the space of operators in which these and only 

these points are extreme points of a certain closed conv~x s~t; the set itself ceases to be 

compact in this topology, so here too the Choquet-Krem-Mil man theorem turns out to 

be inapplicable. Our approach presented below, which is not based on Choquet's theo­

rem, gives us more than we would get if we could apply this theorem. We show that each 

doubly stochastic integral operator is the barycenter of a measure that is concentrated on 

a subset having the following property: the barycenters of any two disjoint subsets of it 

are disjunct. This improvement, which is of theoretical importance from the point of 

view of measure theory, does not (as was noted) have an analogue in the case of matrices, 

finite or infinite. 

3. We give some other reformulations of the problem. Let (n, U, m) be a sample 

space, and f( w) and g( w) two statistics having purely continuous distributions such that 

the pair (f(w),g(w)) determines a unique sample element w. Does there exist a third 

statistic h(w) that is independent of f(w) and of g(w) and such that the pair (f(w), 

h( w )) determines a point of the sample space and the pair (g( w ), h( w )) also determines 

a point of the sample space (formulation in terms of mathematical statistics)? 

Let (Q, U, m) be a measure space, and ~ and r, two measurable decompositions 

such that the measures m/~ and m/11 are purely continuous . Does there exist a third 

measurable decomposition t that is an independent complement of~ and of r, (formula­

tion in terms of measure theory)? 

In these formulations we do not have to assume in advance that the product ~11 of 

the decompositions ~ and r, {the coarsest decomposition that is finer than~ and 11) is the 

decomposition € into points {in the statistical formulation this corresponds to the re­

quirement that an element w of the sample space is determined by the values at it of the 

statistics f and g). It is shown later that under slight additional assumptions (which 

cannot be entirely avoided) there exists an independent complement of a pair of decom­

positions ~ and r, even without the assumption of the condition ~r, = €. The omission of 

this last condition, which is natural in the approach from the point of view of pure 

measure theory, also leads to a formal improvement of the formulation in comparison 

with the formulation of the usual version of the Birkhoff-von Neumann theorem. The 

case when the decomposition ~ /\ r, is nontrivial is especially important for applications, 

If the decomposition ~ /\ r, contains a continuous component, the doubly stochas· 

tic measure m a fortiori does not correspond to an integral operator; but even in this 

case we can prove, under appropriate assumptions, the existence of an independent corn· 

plement. It is just this case that plays a role in the discussion of the existence of an 

optimal one-to-one plan of transport in the Monge-Kantorovic problem . 

We show that these two formulations of the problem {with the condition ~fl::::: e) 
are actually equivalent to the Birkhoff problem with the additional requirement of 
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of the barycenters of disjoint subsets, which was mentioned above. di~unctness 

77 

fROp0SITION 4.2. let ~ and T/ be measurable decompositions of the Lebesgue 

M ~r m) such that ~T/ = E, and tan independent complement both of 1: a d ce ( , u' . '· ,, ,; n spa . 1:,.. == €, 11t = €, and if (3 . M C M/~ x M/t and (3 : Mc M/T1 x M/>-{ 
11 

(Le,, o ~ are 
O nical imbeddings, then (m/O x (min = m (3'- I and (m/r,) x (m/n = mf.l"- 1) the cano <n • . . " · 71ten a/most every element C of the decompos1t10n t equipped with its conditional 

d the decomposition n measure mc <n• has the property that under the canoni-(un er . ( ) . bedding ~: M C M/t x M/T1 this element C ~ is carried into the graph E of ~~ T 
wme isomorphism T of the measure spaces (M/t m/O and (M/r,, m/r,), and the measure 

is carried into the measure m T = m <n (3-
1 that is the kernel of the co"espon-m (!') . . C . d{,g doubly stochastic operator acting from the space of functzons on (M/t m/~) into 

the space of functions on (M/r,, m/f1). Conversely, if ~T/ = E and the measurable de­
composition 5 is such that for almost every element c<n of it the image (3c<n is the 
graph in M/~ x M/11 of some isomorphisms, and the canonical projections of the image 
m ~-1 of the conditional measure on this element onto the spaces M/~ and M/11 are cW 
the measures m/~ and m/r,, then r is an independent complement both of~ and of r,. 

PROOF. Behind this unwieldy formulation there is actually a very simple fact. 
Since ~Tl = €, and the canonical mapping (3: M -+ M/~ x M/r, is an imbedding, we 
can carry the decomposition r over to the space M/~ x M/11. If the projections of the 
conditional measures of some decomposition onto the quotient space with respect to 
mother decomposition coincide with the quotient measure with respect to this other 
decomposition, then the two decompositions are independent, and conversely ("the 
conditional probability coincides with the unconditional"). But if each (mod O) ele­
ment of some decomposition intersects the elements of another decomposition in not 
more than one point (in particular, is the graph of some mapping), then this means 
precisely that the two decompositions are mutual complements (their product is e). • 

In the following we identify, for convenience of terminology, the respective 
&paces (M/t m/O and (M/11, m/r,) with two copies of a Lebesgue space with continuous 
measure, denoted by (X, ij, µ) and ( Y, ~, v), preserving thereby the continuity of no­
tation with the original formulation of the problem connected with the Birkhoff-
von Neumann theorem. The image m (3- 1 of the measure m under the imbedding '3: 
MC M/t x M/11 will also be denoted by the letter m. In the measure-theoretic formu­
lation of the problem the condition that the doubly stochastic operator B be an integral 
operator corresponds to the condition of quasi-independence of the decompos.itions t 
and T/, that is, the condition of absolute continuity of the measure m (more precisely' 
Of the irna n- 1) . h ect to the product ge mt' with respect to the product µ x 11, I.e., wit resp 
rn/t x m/ri. The corresponding density d(m13- • )/d(m/~ x m/T/) is denoted by k(x, y). 
Thus the b h x and y can be re-' sym ols x and y used to denote elements of t e spaces 
8arded as . 

notation for elements of M/~ and M/f'/. 
4 B ~ . th mention also that · e,ore proceeding to the proof of the basic eorem, we . 

even the • f t · • l d mposition that 1s existence (under the same assumptions) o a no rtV!a eco 
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independent with respect to two given ones (~n~ not necessarily an independent co 
) 

. t 'vial fact ( 1) Furthermore, 1t 1s clear from the start that it . f lll• plement 1s a non n · . . 1s ar fro . h that each doubly stochastic operator adrruts a representation by Ill bemg t e case . . . . means of . hi (even not necessarily d15Junct); a fortlon not every pair of decom -. isomorp sms 
Positions . d ndent complement. Obviously, there does not exist an independent has an m epe . . . . cornple. ment of the decomposition € of (M, k, m) mto points, this corresponds to the case When . trated on the graph of some noninvertible, generally speaking transf o m 1s concen . . ' rmation T. In fact, if T is noninvertible, then not only 1s there no independent complement of 

the coordinate decompositions~ and fl, but in general such a measure mT is an extreme 
point of the set M of all doubly stochastic measures (here we can use the same argument 
as on p. 75). 

We give another example that emphasizes well the peculiarity of the situation in the 
infmite-dimensional (continuous) case (this idea is due to A. M. Verstk) . We construct a 
doubly stochastic measure won the square Xx Y whose conditional measures on (almost all) elements of the coordinate decompositions are two-point measures with equal(=½) 
masses, although this measure cannot be represented in the form w = ½ (mT + m T ), 

1 2 where T 1 and T 2 are isomorphisms of (X, U, µ) and ( Y, B, v ). Such a measure is the 
direct continuous analogue of a (0, 1 )-matrix with two ones in each column and each 
row, which can be trivially represented (by the Birkhoff-von Neumann theorem) as half 
the sum of two permutation matrices. Let M be the circle of length one with Lebesgue measure m, whose points we denote by the angles I{), and let the decompositions~ and 11 
be defined in the following way. The elements of ~ are all possible pairs (ip, 7T - ip), IP E 
(-1r/2, 1r/2), and the elements of r, are all possible pairs (I{), ex + 7T - I{)), where a is in· 
commensurable with 7T. We consider the automorphisms T

1 
and T

2 of M acting in 
such a way that T 1 interchanges the weighted points of each element of~. and T2 
interchanges the weighted points of each element of fl. The automorphism T2 T 1 carries 1/J into ip + a; consequently it is ergodic; on the other hand, if there existed an 
independent complement of ~ and of fl, then its elements would be invariant with re• 
spect to T 2 T 1 , which is incompatible with ergodicity. 

In Figure 1 the measure w on the unit square M/~ x M/fl is uniformly distribu· 
ted along the perimeter of the rectangle drawn with heavy lines. We show that w is 
an extreme point of the compact set M of doubly stochastic measures. (This does not 
follow from the nonexistence of an independent complement, as shown by the example fh 

~~ o t e measure m = ½ (mr + mT ), where T : X ~ y and T : X _.. y act ac . 1 2 t 2 t to mg to the formulas T1x = 2x (mod 1) and T x = 2x + l/2 (mod l); with respec 
this measure the coordinate decompositions ~ 

2
and fl do not have a common indepen· dent complement, since the conditional discrete measures m and m (Tl) are made f diff c<t> c nd m, up O a erent number of masses.) Indeed, if w = ½ (m 

1 
+ m

2
), where m1 a 

( t )Th • . 
general . . is assertion was p~oved in different terms by Kellerer IS 6 l, I S7 I and In a ~ore he auttior situation (vector measures, which are useful for statistical applications) by Romanovskh and t fa ( 93 I. More general conditions than the existen ce of a density and sufficient for the existence o 1ow)· nontrivial inde d t d • . . , · n 43 be pen en ecompositton were gtven by the author in ( 117) .(see Propositto estric• ~ecently' V. I. Arkin and V. L. Levin I 5 I generalized this theorem, considering general linear r t10ns connecting the values of the probability measure. 
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1 
stochastic measures, then , clearly, m 1 and m2 are absolutely continuous 

doub yt tow with densities dm 1 /dw = p I and dm 2 /dw = p 2 . The conditional respec ' 
f 

m and m2 are pairs of masses equal to the values of the functions asures or J me p 1 (x, y) and p 2 (x, y) at the corresponding 

points. We consider the function q 1 = 
sign(p 1 - 1) (q 1 = 0 when p 1 - 1 = 0). 
The measurability of q I follows from that of 

p 1 • Let A+ be the set on which q 1 (x, y) > 
0, and A_ the set on which q 1 (x, y) < 0. 

Since on each vertical and each horizontal seg­
ment the sum of two values of the function 

p 1 (the total mass of the conditional measure) 

is equal to 1, the sets A+ and A_ are con­

structed in such a way that the automorphism 
FIGURE 1 T1 carries A+ into A_ and A_ into A+, and 

the same is true for T2 . Therefore, A+ and 
A_ are invariant with respect to the ergodic automorphism T2 T 1 , i.e., they are empty . 
In other words, m 1 = w, and then also m 2 = w. 

Verst.k constructed for any n a pair of measurable decompositions of a Lebesgue 
space such that each conditional measure consists of n equal masses and there does not 
exist a nontrivial measurable decomposition that is independent with respect to each 
~f these two. For this purpose Versik considers the Bernoulli action of the free pro­
duct of the cyclic group Zn with itself, and takes the required decompositions to be 
the decompositions corresponding to the two factor subgroups. According to Versik's 
communication, consideration of a projective limit of such groups enables one to get 
111 example of a pair of measurable decompositions of a Lebesgue space with non­
atomic conditional measures that d.oes not admit a nontrivial independent complement. 
The existence of such a pair of decompositions is fundamental: it shows that our basic 
result on the existence of an independent complement under the assumption of quasi­
ildependence of the given decompositions cannot be improved. The existence itself 
of such a pair, as observed by Versik, follows from the fact that both the set of all 
extreme points of M and the set of measures in M with nonatomic conditional measures 
are dense G6 sets in M. 

Obviously, each extreme point of the compact set M does not admit a nontrivial 
decomposition that is independent with respect to both the coordinate decompositions. 
The problem of the study and clear description of the set of extreme points of M is 
CO~plicated. Ryff, Shiflett, and others have dealt with the study of these extreme 
P<>tnts. 

. S. We proceed, finally, to the proof of the basic assertion of this chapter. It 
w.iU be shown that if t11 = e and the image of the measure m under the canonical map­:g M-+ M/t x M/17 of the Lebesgue space (M, :E, m) into the product of the spaces 

t _and M/ri, where the measures m/~ and m/11 are purely continuous, is absolutely ,COnttnu . 
ous with respect to the product measure m/t x m/11, then there exists a measurable 
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(M L m) that is an independent complement of the d •r on~ of the space , , e. 
decomposi i 1 ined we can assume that M = X x Y, where (X ij 

Positions ~ and fl. As exp a ' d h d' ' ' µ) com . Lebesgue spaces, ~ an 77 are t e coor mate decomp . 
d (Y t v) are nonatonuc o 

an ' ' Nik d , m derivative dm/d(µ x v) exists and is equal to k(x ) •r and the Radon- 0 Y . . . , Y . 
s1 ions, h th Ian of the proof. To begin with, we obtam simple conct· We first sketc e P ,. 
. . f measurable decompositions ~ and 77 of (M, L, m) sufficient for twns on the pau o . . . 

. . • h ubprobability measure m 1 satlsfymg the relation m ~ m there to exist, 1or eac s ~ ~ 1 , a 
~ I th t m ft == m /~ m 1 /77 = m 1 /77, and dm 1/dm takes the values l measure m 1 sue 1 a i i; 1 ' 

and O. Under this condition the set of extreme points of the compact set K == 

K( t m ) of measures m on (M, L) satisfying the relations m 1 ~ m, m /~ == <;,fl,mt, fl 1 1 
d / == m where m and m are fixed measures on Mj~ and M/fl, has a mt, an m 1 fl fl, t fl . . . . . 

sinlple description . In particular, these conditions are easily venfied m the case of in-

terest to us, when there is a density k(x, y). 
Then we obtain conditions in a form convenient for later use that are necessary 

and sufficient for the nonemptiness of the compact set K(~, 11, mt, m11).(
2) The idea 

of the following argument is to construct a refming sequence of finite decompositions 

tk, each of which is independent with respect to ~ and to 77. The main difficulty here 
consists in getting convergence of the sequence t k to a complement. Of course, the 
limit of a refining sequence of measurable decompositions always exists, and, together 
with the decompositions h, this limit is independent with respect to ~ and fl. Further­
more, it is not hard to show by using Zorn's lemma that the limit decomposition can 
be so fine that the conditional measures on its elements are "indivisible", i.e., do not 
admit further independent subdecompositions. (If we do not speak of decompositions 
of the measure space (M, L, m), but of its "coverings", then we arrive at a "covering" 
made up of extreme points of the compact set M-a result that was discussed earlier in 
connection with Choquet's theorem .) 

To make the limit decomposition an independent complement, we use the follow­
ing method. We prove an approximation theorem on the possibility of a good approxi· 
rnation of the characteristic functions of subsets of M that are sufficiently "narrow" 
with respect to the ' decompositions ~ and 77 by means of characteristic functions of sub· 
sets having exactly constant width (i.e., by means of densities of subprobability measures 
whose marginal distributions with respect to ~ and 77 are proportional to the measures 
µ and v) . This theorem is proved under the assumption of boundedness of the density 
k(x, y) = dmjd(µ x v). Then subsets are constructed such that the decompositions of 
M by them approximate a complement of ~ and 77 and which can be approximated, by 
~e approximati on theorem, by sets that are measurable with respect to the desired 
mdependent complement. The (transfinite) passage to the limit gives a solution to the 

(
2

) Conditi o ns for the existence of O me d hSS given 
marginal distributi ons for finit e . llsure th nt Is majorlzed by a given one an eerge 
(unpublished} and Dall'Agli I 2~eas;,re spaces (the probl em of Fr echet) were obtained bY with 
respect to a product measu;e .K ,·1or the case o f n mea sure that Is absolutely continuous s 

, see e erer ( s 6 I . re) w• considered by Kant orovic and R . ' one particular case (m a product measu pro· 
omanovsk1T [so I St'll es on a duct of spaces of which one 1. p . · 1 another important case (measur . f proof 

s a ohsh space) was · · o br1e contained in I 117) and relat' mveshgated by Strassen [ 113). ur 
mg to a very general situation is based on another idea. 
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·n the case of a density k(x, y) that is bounded from above Th f 
obtem 1 • . • en or an 

=bitrarY density k(x, y) we . consider the truncations k N(x, Y ) , we construct finite 
ositions close to an independent complement of the decompositions ~ d 

decomP . . ,; an 1/ 
pect to the measure with density kN(x, y) and we prove that a c t • with res . . ' er am ap-

. ti·on of them by decompos1tJons that are independent of ~ and '" wi'th proxima . . ,; ,, respect 
. close to the desued independent complement whose construction is 1 d 

10 m is . . ' cone u ed 
Ppropriate brrut passage. 

by an a . . . 
In the sequel we discuss possible generalizations of the theorem, of which the 

main one deals with the case ~ V r, * e. 
We introduce some definitions and notation. Let ~ be a measurable decomposi­

tion of the space (fl, !;, m), and m 1 a measure that is absolutely continuous with re­

spect tom and for which dm 1/dm = f(w), w E fl. The width of the measure m
1 

on 

an element C of~ is defined to be d(m 1/~)/d(m/~)lc = fc f(w)dmc, the width of the 

function/i(w) on the element C is defined to be the width on this element of the 

measure m1 with density dmifdm = [ 1(w), and the width of a measurable subset A E 

a is defined to be the width of its characteristic function XA ( w ). 
If the measure m 1 is not absolutely continuous with respect tom, but is in some 

sense correctly defined (for example, if n = X x Y, ~ and r, are the coordinate de­

compositions, m = µ x v, and m 1 is an arbitrary doubly stochastic measure, i.e. a 

measure such that m 1 /~ = µ and m 1 /r, = v), then the expression d(m 1 /~)/d(m/~)lc is also 

meaningful {for {m/n-almost all C) and is also called the width of the measure m 1 on 

the element C of ~-

Obviously, a decomposition that is independent with respect to ~ is a decompo ­

sition such that all the conditional measures on its elements have constant (unit) width 

on the elements c<O If n C n n E I; and mf2 1 > 0, then mn denotes the 
. 1 ' 1 1 

measure defined by m A= (mn )- 1mA (in accordance with the common notation n 1 1 

for conditional measures). The absence of any indication of the set over which an 

integral is taken means that the integration is performed over the whole space. The 

canonical projections X x Y -+ X and X x Y -+ Y are denoted by 1T x and 1T Y, re­

~tively. The expressions (1rxf)(x) and (1ry[)(y), where f(x , y) is an arbitrary m­
mtegrable function on M = X x Y, are used to denote the densities with respect to µ 

and 11• respectively, of the marginal distributions of the measure with density f (x, Y) 
With respect to m, and similarly for an arbitrary homomorphism 1T of (fl, k, m) into 

~me 0ther Lebesgue space. 
6· As before, let M = X x Y. We use the notation 

W (M) ={/:I / (x, y) I< 1 m-almost everywhere}, 

V (M) = {I : o < / (x, y) < 1 m-almost everywhere}· . . 
Le A • • ~ and 11 cons1stmg each 

t t and f} be certain coarsenings of the decompositrnns ,; A _ A 

of two A A • hi x == M/~ - M/~ - X sets, 'P and iJJ the respective canorucal homomorp sms hi 
and y === M/n ~ M/" = y" d ... ... d ii ... the respective canonical homomorp sms 
l,fi" A A ·• Tl , an 1T x an Y ... d A A f where f 
• 1 tr, === M ~ M/£ = X d M -+ M/" = Y. The expressions 1r x f an 1T Y_ : • 
IS a f ,; an 11 d. the densities with 

unction on M, are interpreted, according to th e prece mg, as 
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A _ (p- 1 and v = v~ - 1 of the marginal distributions t the measures µ - µ ~ or the respect O 
A • . 't f(i v) with respect to the measure m == m(lj, x '" )- l on M havtng dens• y • . .., measure (M A) consists of four masses, and the measure spaces (X :':\ · (The measure space • "' . • µ, and 

( 

A v) each contain two masses.) 
Y, ' . ble decomposition ~ of the space (M, I:, m) let the Further for a measurn ex. 

. P(l:) d te the subspace of the space LP(M) (of functions on (M, l: m) press1on L 11•1 eno . ' t . t grab le) consisting of all such functions that are measurabi whose pth powers are 111 e e 
. t t • tile expression st (M) has an analogous sense. The restriction or a with respect o ~, .. ~ 

bl d •ti·on t to a subset M c M will also be denoted by the letter t measura e ecompos1 ~ c;, 

PROPOSITION 43. On the probability measure spa<;_: (M, I:,-::}) let t., . .. , t,. 
be measurable decompositions such that for any subset M:., I:, mM > 0, the space 
L (M) + ... + L (M) is not dense (in the norm) in L(M). Then for any integrable 

t I t,, . . M/1-functions b ixk), k = I , ... , n, defmed on the respectrve spaces l t • ..• , M/t,. the 
subset B of L ""(M, L, m) distinguished by the conditions 

1) /EB ⇒ O~/~l , 

2) f has width bk(xk) , xk E M/h, with respect to the decomposition fk, k = 
1, .. . , n, 

is convex, compact in the weak topology of the dual space, and has as its extreme 
points only functions f taking only the values O and 1. 

In other words, each extreme point of the set of measures on M majorized by the 
measure m and having given marginal distributions has density with respect tom that 
takes only the values O and 1. 

PROOF. Obviously, Bis a convex bounded set in L 00 (M). We verify its closed· 
ness in the topology a (L 

00

, L). If f EB, fn EB (n = 1, 2, . . . ), and f fngdm-+ 
f fgdm for any function g EL, then the satisfaction of the last condition for g E Lrt 
means the (weak) convergence of the functions 7T t, to the function 7T fas n ~ 00

• tk n tk 
But the condition fn EB means that all (TT t, )(x ) n = 1 2 coincide with the tk n k • • • · · · ' 
functions bk(xk), and therefore also TT,. f coincides with it and condition 2) is satis-

) k ' 
fie~ for f. Moreover, it is clear that for the limit function f also the condition 1) is 
satisfied so that f E B. The weak compactness of the subset follows from its weak 
closedness an~ its boundedness [12]; therefore, if the (obviously) convex set Bis not 
empty, then it has extreme points. Our aim is t sh th t d the conditions of th th o ow a urt er 

e eorem no function f that takes (essentially) values between O and 1 can be an 
extreme point of B. 

Suppose that B is not empty and let f b . f ·t We assUJlle that 
0 e an extreme point o 1 • < 
n a set of positive mea~re f is different from both O and 1. We can asswne that 0 0 ~f ~ l - o on a set M f · i w now consider th Leb o I;_?S~ ve measure for some positive number 6. e till 

L ...,(M) h e . esgue space (M, I:, m:w) (a subspace of (M L m)). We prove th& 
t ere 1s a nonzero el t th . ' ' es L (M) (k == ~men at is orthogonal at once to all the subspac j) 

t K 
1 
• · · · • n). Smee, by hypothesis the L (M)~ + • · · + Lr ( is n t d · ~ ' space t " t o ense m L(M), its annihilator N . oo ~ . • e1cinen m L (M) ts different from zero. AnY 
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f'::Nhas the property that "_rk_T= o_ for any k = _1, ... 'n ; in fact, Jlgdm~= 0 for 
tion g E Lr , and th.is 1s eqmvalent to saymg that the function TT f E anY f unc k . . ~ t k ~;,. ) i·s orthogonal to any function m L(M/t ,,), i.e. is identically zero 8 t .f c•(!,I. )k :::::: ~ ~ :._, ~ · U I 

"".J. 0 then/==½(/+ f ) + ½(f - f), where f = & 11/11- ,!, ~ f on the set Mand f-r • ~ . . . . L (M) 
l::i tside M. This relation implies that the element f E B is not extreme • f== 0 OU . • 

REMARK . Only shght changes are needed to prove a proposition generalizing 
Proposition 43 to the case of a vector-valued measure. We do not need this case in 
the following, but it proves to be very useful in certain statistical applications (see 
(I44] and [70] , Chapter_ X,. § 1 ~; therefore we explain, if only briefly , those changes 
entailed by such a complication m the formulation and in the proof. 

We can consider a vector-valued measure m = (m 1' ... , ms) such that the 
probability measures m 1 , • •. , ms are all pairwise mutually absolutely continuous, 
otherwise considering the "pieces" of the space Mon which some of the measures mk 

are pairwise mutually absolutely continuous, while the remaining ones vanish. The set 
B c L .. is now distinguished by the following conditions : 

1) f EB~ 0 ~f ~ 1. 
2a) With respect to the measure m; and the decomposition h ,[has given width 

br>(xk), where xk E M/~k, i = 1, ... , s and k = 1, ... , n. 
The space L 

00 can be regarded, in particular , as the dual space of L(M, ~. m 1 /\ 

• • • A ms), where m 1 /\ • • • /\ ms is the infimum of the measures m 1 , • •• , ms in 
the sense of the Riesz space structure [ 13] on the set of measures on M (i.e., the 
measure having density with respect to a certain measure m 0 equal to 
min{p1, ••• , Ps}, where P; = dm;/dm 0) . For any k = 1, . .. , n and i = 1, ... , s 
the following inclusions are obvious: 

Lek (M, ~. m,) CL (M, ~. m,) CL (M, ~. mj\ • • • I\ ma); 

therefore 

k ~ L~k (M, ~. m,) CL (M, ~. m1/\ • • • I\ m,). 
=-) , • • • , 1l 

' =l , . . ·•' 

The smallness of the norm of the element g in L(M, L, m 1 /\ • • • /\ ms) means that it 
<:an be represented in the form g = g

1 
+ ... + Ks, where all the norms IIK;IIL (M, :E,m 1) 

are small. Arguing as in the case of a scalar measure, we arrive at the following asser­
tion. 

hoPOs1noN 43a. Let (M :r m) be a space with vector measure m == ( ' ' be mi,·· · , m,), where m , . .. , m are probabilit y measures, and let E, ' · · · ' En 
meas b 1 s h t f or any subset "' ura le decompositions of (M ~ s- 1 (m + · · · + ms)) such t O 

• . M c ' ' 1 
· /I are pau -M on which all measures mr ' . .. ' mr that do not vanish identzca y 

\Vise . • P equivalent, the subspace 

L' = ~ Lek (/11, I: , m,.J 
i =-1 , • . . , P 
k =J. .. . , ,, 
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I\ I\ m ) is not norm dense (the imbedding o" the S'nn ,r L(M E m • • • r ' ,., .. cea o, , , r
1 

p 
~ ) . L(M k m I\ • • • I\ m, ) is understood in the sense that Lr/M, E, mrp m • ' r1 ,JJ . elernemi 

that are identified coincide as measures on M"). Then for any integrable functions 
b(I) (x ), where xk EM/h, i = 1, ... , sand k = 1, ... 'n, the subset B of 

~(Mk~ - • (m + ... + m )) distinguished by the conditions 1) and 2a) i h L ' kJ, s t g • n t e R.e. 
mark after Proposition 43 is convex, compact m the ~eak topology a(L "", L) of the 
dual space, and has as extreme points only the functions f E B that do not take (essen. 
tial) values different from O and 1. 

For the proof we assume the nonemptiness of the compact set B c L 00 and con. 
sider an arbitrary function f EB. We assume that on some subset M6 E :E for which 
"I;j= 1 m1M6 > 0 we have 

O<o < f(x) < 1- o<1 , xEM 111 

and we show that the function f is not an extreme point of the compact set by proving 
the existence of a function g(x) 1= 0 (mod s- 1 k1m1) for which f + g EB and f-g 
EB. Assuming without loss of generality that on M6 some of the measures m1 vanish 
while the rest, say m , . . . , mr , are equivalent, we find, as above, that we can take rt p 
g to be a function that vanishes outside M6 and coincides on M6 with some suf-
ficiently small function in the annihilator of the space 

~ L<,,(M0, ~. mr). • 
~·=1 , ... , II 
i =l , . .. , p 

Proposifam 43a can be regarded also as a particular generalization of the well­
known theorem of Ljapunov [72] on the convexity of the range of a vector-valued 
measure. Indeed, Proposition 43a shows that the image of the set of characteristic 
functions {xA } of subsets A of the space M with vector-valued measure m = 
(m 1 , ••• , mg) (m = (~ m;)/s) on it, under the mapping 

TC: L (M, iii) - L (M/C1, m1;: 1) X L (M/C
1 , m:2/~

1
) X ... X L (i'r//C1, m,/C1) 

X L (M/~2• m1f~2) X . . . X L (M/~21 m,/C2) . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . 
X L (!vi /Cn, 7ni/Cn) X . . . X L (Af /C,

1
, m,/C11), 

that assigns to a function f EL oo the tuple {1r~m ;> /} of marginal densities (under the 
deco ·r ,.. ,.. ) f k 'th respect mpost tons ) 1, • • • , )n o the measures having densities equal to f W1 
to the given measures mt• • • • , mg, coincides with the image under this mappin8_of 1. 
the closed (in Loo) convex set of all nonnegative measurable functions not exceedlJlg 
In fact, taking for an arbitrary function f E L 00 (M - ) 0 ✓ f ~ 1 the functions ( ') . • m ' ..... ' the bk' (xk) m Proposition 43a to be the densities of the marginal distributions of t}lat 
measures with densities equal to f, we get a compact convex set B = B1 == rr-1-rrf 

t · f · bY con ams and is hence not empty. Any extreme point of this compact set JS, 
Proposition 43a, the characteristic function of a subset of M. 
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In the following we limit ourselves to the case of a scalar measure and consider, 

or sirJtplicitY of notation, two _decompositions t and r,. To apply Proposition 43 (or 
~ . ffices to prove the existence of a function that cannot be approximated b 
43a) 1t SU y 

t of the space Lt + Lfl. 
etemen s ] 2 . . 

On the square (0, 1 we consider the measure umformly distributed on the 
_ x and y == x + a. When a is irrational it can be shown that for this 

phsY - ' mea-
gra h sum s~ + Sfl is dense in S, but Lt and Lfl are orthogonal to the function 
5Urete ~ . 
taJcing the values 1 and - 1 on the respective graphs y = x and y = x + a (mod O); 

their sum is also orthogonal to this function, which thus cannot be approxima 
hence . -

. the metric of L by functions of the form f(x) + g(y). It is also possible to 
ted 

10 
mples of sets whose widths with respect to both decompositions differ uni 

~~ -
forlTllY by an arbitrarily small amount from constants that are neither o nor 1, and 

whose characteristic functions belong to the sum Lt + Lfl. The mapping Lt x Lfl -+ 

L + L c L is not, generally speaking, a homomorphism. 

E w: prove the existence of a function that cannot be approximated in the case of 
interest to us, when there exists a density k(x, y ). 

PROPOSITION 44. Let ~ and T/ be measurable decompositions of (M, ~. m) such 

that ~11 = €, the measures µ = mf ~ and v = mfr, are purely continuous, and the image 

of m under the canonical mapping 1T x x 1T y: M ---+ Mf ~ x Mfr, = X x Y is absolutely 

continuous, with density k(x, y), with respect to the product measure m• = mf~ x 

m/11 = µ x 11. Suppose that h(x, y) is a measurable function defined on Xx Y and 

taking values in [O, 1] . Then there exists a measurable subset A C {(x, y ) : h(x, y) > 
O} such that its characteristic function XA (x, y) satisfies 

PRooF. Without loss of generality, we can assume that h(x, y) > 0 form-almost 
all points (x, y); in the opposite case we consider the subspace {(x, y): h(x, y) > 0}. 

It is convenient to present the proof assuming that the spaces (X, £I, µ) and (Y, 18, 11) 

are realized as unit intervals with Lebesgue measure, so that Mis the square (0, 1] x 
[O, 11 with the doubly stochastic kernel k(x, y) = dmfdm* on it. To verify the hy­

potheses of Proposition 43 we consider an arbitrary measurable subspace M C M of 
posjtive m-measure and on which k(x, y) > O (µ x v)-almost everywhere, and we con­

ltruct on it a function that cannot be approximated in L by functions in Lt + Lfl . 

let €', €" > 0 be arbitrarily small positive numbers such that 

Mn(M+(e', O))n(M+(O, e"))n(M+(e', e"))=:P, mP>O, 

and let QC P be a subset of positive measure such that the four sets Q, Q - (E', O), 

Q - (O, e") and Q - ( €', €") are pairwise disjoint. We consider the set 

R = QLJ (Q- (e', O)) LJ (Q- (0, e")) U (Q- (e', e")) C P. 

Th .. f 
_e function XR is the desired one. Indeed, let 8 be the measurable decomposition ~ 

this space, regarded as a subspace of (M, ~. m), whose elements are the quadruples o 
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. t ((x y)EQ (x-E',y),(x,y-E"),(x-E',y-E")). Underthedecorn . 
pom s , ' h Pos1tio 

h d.1. nal measures of the points with respect to t e Lebesgue measu n 0 t e con 1 10 . • re /J x 11 
M h qual to ¼ and the cond1ttonal measures of these points With on are eac e • respect t 

Wl·th density k(x y) are proportional to the values of this de . 0 
the measure m ' ~ ns1ty at 
each of the points, and therefore, since k(x, y) > 0 on M and a fortiori on R, all are 

different from zero. But on ~e discrete ~pace consisting of four point masses t 
1
, t

2
, 

t 
3

, t 
4 

the characteristic functions of the smgleton sets cannot be represented in the 
form f(t) + g(t), where f(t 1) = f(t2), f(t3) ~ f(t4), g(J 1) = g(t3) and g(t2) == g(t) 
since the dimension of the set {f(t) + g(t)} is equal to three, while the four chara~:r. 
istic functions of the singleton sets form a basis in the space of all functions on {t 

1' 
t
2

, t 
3

, t
4

}. If it were possible to approximate XQ arbitrarily well by functions of the 
form f(x) + g(y), then it would be possible to approximate the characteristic func­
tion of a point (x, y) E Q CR arbitrarily well on elements of the decomposition 8, 

which, as we have seen, is impossible. • 
The proof of the analogous proposition for the case of an arbitrary finite number 

of decompositions and an arbitrary vector measure would differ only in the fact that 
we would have to construct a decomposition e not into quadruples of points, but into 
certain lattices containing a sufficiently large number of points such the characteristic 
functions of their points cannot be approximated by corresponding sums of functions, 
each depending only on one coordinate. 

COROLLARY. For any number A, 0 ~ X ~ 1, there exists a subset M->.. CM such 
that trxXM (x) = A and 'TryXM (y) = A. For any measurable decomposition fN of 

A A 
the Lebesgue space (N, n) into subsets of positive measure {C'>-. } , nCA > 0, k = 

k k 
1, ... , there exists a decomposition f of (M, m) into subsets MA of constant width 
with respect to each of the decompositions ~ and 11 such that the ~iscrete spaces Mfr 
and N/fN are isomorphic; in other words, the width S = 1T XM of Mx is equal 

MAk X Ak k 
to the measure nC.,.,_k of the co"esponding element of fN_ 

We now prove a generalization (important for the sequel) of Proposition 44 to the 
case when ~ A 11 =I= v. 

PROPOSITION 44*. let ~ and 'Tl be measurable decompositions of the space 
(M, ~. m) such that ~'Tl= €, and the image of m under the canonical mapping "'x x 

ny : M--+ M/~ x M/11 = X x Y is absolutely continuous, with density k(x, y), with 
respect to the measure m• for which: 

and 11; 
1) the canonical projections m •1r- 1 and m• -1 . id "th the measures µ x 'Try come e w, 

2) m/(~ I\ 11) coincides with m*/(~ I\ 'Tl); 
3) on almost every element ,r t: A h . . . ;des with the 

OJ i; '' 'Tl t e cond1t10nal measure come 
product of the conditional measures on the co"esp d • 1 t f the decomp<r . . on mg e emen so 
sitwns ~11 ~nd 11t of X and y into the preimages of the elements of M/(~ I\ 11) un:1,er I 
the canomca/ mappings M/~ --+ M/(~ !, 11) and M/11 --+ M/(~ I\ 11), and the cond1t10Tll1 
measures on the elements of the decompositions t11 and 'Tlt are purely continuous. 
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Let h(X, y) be a measurable function defined on X x y and taking values in 

0 
l]- 11,en there exists a measurable subset A c {(x, y): h(x, y) > O} such that 

[ ' cteristic function XA (x, y) satisfies ilS charrt 
nxxA = 1txh, 1tyXA = 1tyh. 

PROOF- The changes that must be made in the proof of Proposition 44 consist 
in the following. First, using ~he results of [92] on the construction of measurable de­
compositions and the assumption that the conditional measures on the elements of the 
decompositions ~Tl and T1t ar_e purely continuo~s, we r?resent the spaces (X, n, µ) 
and (Y, ~. v) as the respective squares {(x, x ): x, x E [O, 1]} and {(y , y'): y, y' 
E [O, 1] } , equipped with Lebesgue measure, where ~Tl and '11t are the decompositions 
into the segments x = canst and Y = const. The space (X x Y, l:, m*) is then the 
four-dimensional unit cube, on the subset D = {(x, x' , y, y'): x = y} of which the 
three-dimensional Lebesgue measure m* is given. This measure m* plays the role of 
µ x II in the proof of Proposition 44. The role of Pis played by the set 

p• =Mn (M + (0, z', 0, 0)) n (M + (0, 0, 0, e")) n (M + (0, e.1, 0, ,/'.)), 

and the role of Q is played by a subset Q• of positive measure for which the four sets 

Q, Q- (0, e', 0, 0), Q- (0, 0, 0, e"), Q - (0, e1, 0, e") 

are pairwise disjoint. As previously, it is proved that XR (x, x', y, y') cannot be ap­
proximated by functions in L~ + L

11
, which concludes the proof. • 

7. We have shown that any pair of marginal distributions of a subprobability 
measure m 1 ~ m coincides with the pair of marginal distributions of some measure 
m1 such that dm if dm is the characteristic function XA of some measurable subset 
A CM. We now determine, in general, the set of pairs of marginal distributions of the 
measures subject to the condition m 1 ~ m. 

Let 

K={h(x, y):h(x, y)=/(x)+g(y), /(x)EL(X, p,), g(y)EL(Y , v), 
\\h\\i < 1}, 

and let K C K be the subset of K consisting of the functions h(x, Y) of unit L-norm 
that admit a representation 

fi (x, y) = k (f (x) + g (y)), 

where f(x) and g(y) are functions that each take only the values 1 and - 1. 

PROPOSITION 45. The convex hull conv K of K is dense in K with respect to the 
norm of L(M, n). 

W . . l t'ble with the linear e remark that K is not compact m any topo ogy compa 1 . 
structure. This follows, for example, from the fact that it does not have extreme pomts. 
In particular, the functions in K are not extreme points of K. 

PROOF. We prove that for any function h EK, llhllL = 1, and any positive 
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find a convex combination 1;k p/rk of functions hk EK SU h number ewe can c that 

We consider the arbitrary function 

h(x, y)=f(x)+g(y)EK, \\hllr,=1 

and we choose step functions ? and g, each with a finite number of values equal to 
nd,n = -N, ... ,N-1,N, for which 

U (x) -/ (x) lli(x, fL) < ; , II g (y) - g (y) llicr, •) < ; , 

so that 

~h(x, y)-h(x, y)\li(M,m)<e, 

where h(x, y) = f(x) + g(y). Furthermore, we can assume that llhllL ~ 1. 
We prove the assertion by representing h in the form of the required convex 

combination of functions in K. The functions 7, g, and hare considered as defined 
exactly on all points of the square, and not only as elements of L(M, m). Let 

A= {x: f (x) > O} c X, B = {y: g (y) < O} CY. 

We consider the function h 1 (x, y) defined by 

hi (x, Y) = ~ d ((XA (x) - XcA (x)) + (XcB (y) - X.n (y))) 

(here CD is the complement of the set D). Obviously, 

( 

d for (x, y) E'A X CB, 
hi (x, y) = 0 for (x, y) E A X B and (x, y) E CA X CB, 

-d for (x, y)ECA x B. 

But, by the definition of the sets A and B , 

f(x)+g(y)'~d for (:c, y)EAXCB, 
and 

f (x) + g (y) < -d for (x, y) E CA X B; 
therefore 

II f (x) + g (y) - ~1 (x, Y) IIL(Jf, m) = II/ (x) + g (y) Iii - II ~1 (x, y) I~· 
Moreover, the maximum of the function h(x. y) = f(x) + g(y) is obviously attauiedf 
~n the set A x CB, and the minimum on the set CA x B· therefore the ma:,ciJ1lUl11 ° h · d A ' the 1s ecreased after subtraction of i, from it and th . . •s ,.,creased bY · . 1 , e muumum 1 ... 'ther 
quantity _ d. (Only one of the sets A x CB or CA x B can b~ empty, and then el 
the maximum or the minimum is not changed.) . ,_i_;. ~~ 

·-·~:·:2'.1· .,<•!-'4.~ 
.. ~~ 

.I • _.. • 
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" 
If we now take h - h I instead of h (obviously, h - ht E K and admits a representa-

tion as a difference of step funct.ions l(x) - ½ d(xA (x) _ XcA (x)) and g(y) _ 

¼d(X (y) - X9(Y)), on repealtng the above construction th.rough a finite number of 

cwBe arrive at the function identically equal to zero Finally 
~~ . 

. ' 
II 

f (x) + g (y) = ~ ~k (x, y) 
k - 1 

and 
N 

1 ~ ii/ (x) + ff (y) IJ,, = ~ II hk (x, y) Iii, 
k - 1 

from which we get the required representation 

N h N 

f (x) + g (y) = f-i ~~k (x, Y) II II h: ~:•.~)II=~ p/ik (x, y), 

where 'J;pk < 1 and hk'(x, y) Ek. • 
REMARK, Although we have essentially proved the possibility of uniformly ap­

proximating on the square each bounded function h that is representable in the form 

h (x, y) = I (x) + g (y) {2) 

by means of linear combinations of functions h admitting the same representation and 

taking only the values - 1, 0, and 1 {when f(x), g(x) = ±½),not every function in 

the subset K 00 of the unit ball in L 00 (M, m) consisting of the functions representable 

in the form {2) can be represented in the form of a convex combination of such three­

valued functions, as shown by the following finite-dimensional (matrix) example 

(Figure 2). Here, in determining the L 00 norm of h(x, y), where (x, y) is an element 

z 1 

---
1 0 I 1 

I 
-- ---1-- -

0 -1 I 
0 I 

I 

-1 0 

FIGURE 2 

I 

I 
I 

---

I 
I 

1 

I 

1 f{ X) 

of a 3 x 3 matrix, only its values on 

those elements of the matrix on which 

these values are written are considered. 

In this example llhllL "°(M,m) = 1, but 

h cannot be represented in the form of 

a convex combination of "three-valued" 

functions: the functions f(x) and g(y) 

are determined by h(x, y) to within an 

additive constant; hence it is easy to 

verify that the L 00 norms ofJ<x) and 

g (y) in the representation h(x, Y) = 
f(x) + g(y) cannot both be made less 

than or equal to ½., and, consequently 

tbey cannot be represented as convex combinations of functions whose norms equal ½. 

However, if the type of m is the type of a product measure µ x v, we can prove 

tbe following assertion. 

PROPOSITION 46. Suppose that the measure m is equivalent to the product 
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. h( y) in the set K00 can be represented as the bary x v Each functwn x, A • • • 
00 

center of • 
µ · d the set K 00 of fun ctwns m K oo having l norm eq"n' ll a.sure concentrate on '4(ll to I me 1 1 o and J or only the values - 1 and 1 and it and taking only the va ues - ' ' ' . . . ' car, be 

. at d by convex combmatwns of such functwns. Moreover :, unifom1ly approx1m e . ' ,, 
1 z c x x y then ll can be assumed that the same hold h(x, y ) ;;:;i, o on some se ' . . s for 

• • KA sed to make up the approx1matmg convex combinations. a[/ functwns m oo u 

47 1r the measure m is equivalent to the product µ x v th PROPOSITION . J ' en the 
b L

00 + L 00 is closed in L 
00 

(Lr = {f: f = f(x), f EL 
00

} ; L; = {g: g::: su space t 11 

g(y), g EL 
00 

}). 

PROOF. We prove that the continuous mapping 

S • en x L 00 -+ La\ s (f (x), g (y)) = I (x) + g (y) • a 11 

is a homomorphism. If h(x, y) E Lr + L; CL 00

, then 

inf (II/ IILro + II g IILro) = llhll-
/(x}+u(u) ~ h(x, y) t 11 

Indeed, since 

ess sup f (x) + ess sup~ (y) = ess sup(/ (x) + g (y)), 

and the same is true for ess inf' and since the space N = s- 1 (0) C Lr X L; is one­
dimensional (consists of the constants), it follows that 

ess sup (f (x) + g (y)) - ess inf(/ (x) + g (y)) 

= (ess sup f (x)- ess in£ f (x)) + (ess sup g (y) - ess inf g (y)) 

and for a function h(x, y) E Lt + L; it is possible to choose f(x) EL'; and g(y) E L; such that 

f(x)+g(y)=h(x, Y), II/II ro=llgll ro= 
2

1 ~hllL00 • 
La L'I) 

Therefore, the subspace L'; + L 00 of L 00 is linearly homeomorphic to the 
.. T) • .. • Banach space (Lr x L;)/N and hence is itself Banach; in particular, closed 10 L . 

REMARK. Proposition 47 remains true also if we replace the condition m,.., 'bed 
b h d. . * t · are descn µ x v Y t e con 1hon m ~ m , where m * is a measure whose proper ies 

in Proposition 44 (this is not used in the following). _.,i 

· acl~ PROOF OF PROPOSITION 46. It follows from Proposition 47 that Koo IS . 

subset of L 00; consequently (the convexity is obvious) it is a compact convex set Ul the 
fue topology a(L 

00

, L) . From this we get the first part of the assertion. To prove 
second part we consider a function h(x, y) E K 

00

• Let 

h( x , y) = J(x) + g (y), llhl/i,ro=llf/1 m+//gll 00 • 

LE L'I) 

~e appr~ximate the f~nctions f(x) and g(y) to within e/2 by functions f(;) an~~· 
g( y) takmg only a fimte number of values with step-size e. The function h(x, y . ;~ 

;_:'.'1i,,~j 
: . ~1f 
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](x) ~ g(y) tt~n approximates h(x , y) uniformly to within € . We can assume that 

both f(x) and g(y) t~e m~re than o~e valu: (otherwise the argument is trivial). We 

now consider the funct10n h(x , y) = f(x) + g(y), where 

~ { 1 for xE{x:/(x)> O}, 
/(x )= - 1 for x E {x: f (x) < O}, 

g (y) = { -~ 
for YE {y: g (y) > O}, 
for YE {y : g (y) < O}. 

Then, arguing as in the proof of Proposition 45, we get that h E K 
00

, and for some 

d > 0, d ~ E, 

II F,, (x, Y) - dh (x, Y) llico = II h IIL00 - d. 

Repeating the argument with the function h - dh and considering that from the start 

we can assume that f(x) ;;;.i, f(x) and g(y) ~ g(y), whence 

Z C {(x, y): Ji (x, y) > O} = z, 

and that 

{(x, y): / (x) + g (y) < O} n Z = 0, 

we arrive at the desired conclusion. • 

THEOREM 6. Suppose that the subprobability measures µ. ~ µ and v ~ v are 

given on (X, U) and ( Y, ~ ), respectively. For there to exist on (M, ~) a subprobability 

measure in ~ m whose marginal distributions coincide with µ. and v it is necessary and 

sufficient that, for any measurable coarsenings i and ft of the decompositions ~ and Tl 

~onsisting each of not more than two elements, there exists a subprobability measure 

m on the space M =·M/(ift) (which is made up of four elements) having the measures 

ii/€ and v/ij as its marginal distributions. 

In other words, the solution of the problem of the existence of a measure in 

With the given marginal distributions µ and v reduces to clearing up the problem of 

tbe existence of a solution of each "coarsened 2 x 2 problem" arising in the decom­

position of each of the spaces X and Y into two measurable subsets, i.e., the problem 

of the existence of a solution of a finite system of linear inequalities. If the m-mea­

SUres of the elements of f are a 
I 

and a
2

, the m-measures of the elements of ~ are b '. 

and b2 (al + a2 = b 1 + b
2 

= I), the µ-measures of the subsets X1 and X2 mto which 

Xis decomposed are a and a , and the v-measures of the subsets YI and Y2 into 

Which y · d 
1 

-
2 

- ·r c· k - I 2· the r,·rst index relates 
A ts ecomposed are b 1 and b2 , and I m 1k 1, - , , AA • 

to T/ and the second to €) are the m-measures of the elements M;k of t11, i.e. the 

masses of the elements of (M, m), where m = m/(ft), then the aforementioned system 

of· .. ~ - · 
lnequahties to be satisfied by the values m1k = mM1k is 
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rnu + nl--i1 = a1, 
,fi1:1 + ,t:!2 = a2, 
fll 11 +f il l :! = 01, 
ffl2 1 + r1}-.tl = 02. 

~i that a necessary and sufficient condition for the sol r 
It can be :.i1own . - - . u Ion of this 

. th fulfillment of the relations a; + b; ~ 1 + mki • ,, k = I , 2· but h 
system 1s e . . ' ere we do 
not need the concrete form of these conditions . . 

In the following it is convenient for us to work, not with the set of subprobabili 

measures majorized by the measure m on M, or , what is the same, the set V of rne ty 

functions taking values in [O, l) (the densities of the sub probability measures maj::le 
b ) but WI.th the set W of measurable functions taking values in [-1 I) 1-e . 
Y m ' . . . . ' ' .. , W1th the 

unit ball of L ""'(M, m). Instead of margmal d1stnbuhons we now deal with projections: 

the functions 1T xh and ;r yh, h E W. For the existence of a function h E W With given 

projections q(x) and r{y) it is necessary and sufficient that there exists a measure that is 

bounded by the measure m and for which the densities of the marginal distributions With 

respect to µ and v are equal to (q(x) + I )/2 and (,{y) + 1 )/2, respectively; moreover, each 

coarsened 2 x 2 problem is solvable or not solvable simultaneously both for the problem 

of finding a function in W with projections q(x) and r(y) and for that of finding a function 

in Vwith projections (q(x) + 1)/2 and (r(y) + 1)/2. Therefore, the followingassertionis 

an equivalent reformulation of Theorem 6. 

THEOREM 6 (second formulation). Let the functions q(x) and r(y) be given. For 

there to exist a function h(x, y) E W for which 1T xh = q and 1T yh = r it is necessary and 

sufficient that for any € and fj consisting each of two elements that is a function h E 

W(M) for which rr ;fz = (pq and 1T yh = ~ r. 

(We recall that (p and ~ are the canonical homomorphisms X - i = M/f and 

Y - Y = M/f/, respectively, extended to integrable functions that are regarded as the 

Radon-Nikodym derivatives of certain distributions with respect to the measuresµ 
and v.) 

PROOF OF THEOREM 6. We prove the theorem in the second formulation. The 

space L°"(X , µ) x L""(Y, v) is regarded as the dual space of L(X, µ) x L(Y, v). Each 

functional (u, v) EL 
00

(X, µ) x L 00

(Y, v) acts on an element {f, g) E L(X µ) x 
L(Y, v) by the formula 

( U, g), (u, v)) 1v= ( /, u) n+ (g, v) m= ~ f(x)u(x)dp.+ ~g(y)L'(y)dv. 
X y 

Together with the mapping 

TT= TTx X TTy, TT: un (M, m) - £00 (X, p.) X uo (f, v) 

we consider the adjoint mapping rr*: 
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r.:• 

W° CL (M, m) +-- L (X, J.L) X L (Y, v) ::J (11:W)o. 

The mapping rr is continuous from the topology a(L 
00

(M, m), L(M, m)) into the 
topology a(L""(X, µ) x L~(Y, v), L(X, _µ) x L(Y, v)) (the notation is from [18]), 
since in these weak topolo~es the mappings rr x and rr y are continuous. The unit ball 
W of the dual space is obviously compact [ 12] in the topology a(L ""(M, m), L(M, m)); 

therefore its image in L 
00

(X, µ) x L 
00

(Y, v) is weakly compact, and to verify the in­
clusion (u, v) E rrW it suffices to verify that I(/, g) , (u, v)>iv I~ t for any element 
(f, g) of the polar (rr W )

0 

of the set rr W. But 

((/, g), (u., v)) 1v = ( 11:* (/, g), h) " 

where h is an arbitrary element of rr- 1 (u, v), and if (u, v) E rr W, then we can assume 
that 11'-1(u, v) 3 h E W; therefore the element (/, g) E L(X, µ) x L(Y, v) belongs to 
(n.W)0 if and only if its image rr*(f, g) belongs to the polar W0 of W, i.e., if and only if 
1111'•(!, g)IIL(M,m) ~ 1 (Wis the unit ball of L 

00

(M, m)). In fact 

1t* (£ (X, p.) X £ (Y, v)) = (11:- 1 (0))0
• 

Since 

(n* (/, g), h)) = ~ f (x) 11:xhdp. + ~ g (y) rrylulv = ~ (/ (x) + g (y)) h (x, y) dm, 
X Y M 

we get that (rrW)
0 

consists of those pairs (/, g) for which 

Ill (x) + g (y) llicx. ,11) < 1 · 

To verify that the pair (q(x), r(y)) belongs to the image rrW of W it suffices to verify 

that, for any two integrable functions f(x) and g(y) such that 

~ I f (x) + g (y) I dm <; 1, 
A( 

we have 

I ~ f (x) q (x) dp. + ~ g (y) r (y) dv I<; 1. 
Al!t M JTJ 

(3) 

As · 1 f its closed convex 
IS well known, the polar of any set coincides with the po ar O h 11 h ll .. o . f ed by the convex u u · By Proposition 45 , a dense subset of rr*(rrW) == K is orrn A _ [A( ) + 

f h A • th f m h(x Y) - x 0 t e set K of functions h(x y) that are representable m e or ' 
1 ~ ' · ~ d A( ) take two va ues. 

6 \Y), where llh(x, y)II ~ 1 and the functions f(x) an g Y . (
3
) 1 N . L (M,m) o it suffices to venfy on y 

orrn density implies density in the weak topology ' s . . f 11 functions f 
for pairs ( . K But the cons1deration o a . 
and f, g) for which f(x) + g(y) E . of M/~ and M/11, respectively, is 

g, each taking two values on two fixed subsets 
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. · l t to the consideration of all functions f and g in L(X , ii) and l(Y equtva en 
, v) sar fying the condition 13

• 

II/ (x) + g W) 111.c.e, m> < 1, 

d the satisfaction of (3) for such functions f(x) and g(y) is equivalent to th an . . 
e satis. faction of the condition 

\ 1 f (£) (tq) (£) dfi. +) g (Y) (~r)(Y) dv \¾I, 

which, according to the above, is exactly equivalent to the positive solution of the 
coarsened 2 x 2 problem corresponding to the fixed decompositions € and Tl B . ~ .,. ut the satisfaction of (3) for any f(x) and g(y) for which f(x) + g(y) EK means the solva-bility of any coarsened 2 x 2 problem, i.e., it means the existence of a function 
h(x, y) E W for which rrxh = q(x) and rryh = r(y) . • 

R EMARK . The assertion of the theorem remains true, and the proof can be 
completely retained, when the requirement that m is a probability measure is replaced 
by the requirement that it is nonnegative and a-finite, and that the corresponding 
marginal distributions µ = m rrx 1 and " = mrry 1 are a-finite {i.e., the requirement that 
any measurable subset of (X, µ) and ( Y, v) can be represented as the union of not 
more than countably many pairwise disjoint sets of finite measure). The term "sub­
probability" in such a strengthened formulation must be omitted. Below (Proposition 
75 in § 11.5) , Theorem 6 is carried over to the case of a a-finite measure (without the 
assumption of a-finiteness of its marginal distributions). 

8. Let {Xn, n = 1, ... } and {Y m• m = 1, ... } be bases [92] for the re­
spective measure spaces (X, ~,µ)and (Y, ~, v). When necessary, we assume, without 
special mention and without introducing additional notation, that functions on X and 
on Y can also be regarded as functions on X x Y ( depending only on one argument: 
f(x) = f(x, y)) . For the proof of the fact that some decomposition that is indepen· 
dent of ~ and 11 is actually an independent complement, we shall use the following criterion. 

PROPOSITION 48. For the doubly stocha,stic mea.sure m to be the kernel of an 
isomorphism between the spac_es (Ml~: m/~) and (M/T1, m/T1) (i.e., ~o-be a typical: 
ment of the complement, equipped wzth its conditional mea,sure) zt rs necessaTY } sufficient that f or the subsets of the bases {X n = l } and { Ym, m == 1 • · · .'h . n, , · · · 0) wit the functzons rrx[Xxx Y m(x, y)](x) and rry[Xxn x y(x, y)](y) coincide (mod 
the characteristic functions of some sets X c x and y c Y m n · . . . aph of PROO F. The necessity 1s clear, since if the element considered 1s the gr 
the isomorphism T : (X, µ) -+ (Y, v), then 

11:y [:(r,. (x)J (y) = XTxn (y) and 1tx [Xrn (y)J (x) = Xr--•Y,. (:c). 
blishes a Conversely, if this condition holds then the transformation 7T [Xx ] esta '} · ' Y " ystern {f,. measure-preservmg correspondence between the basis {X n } and some s 
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bsets of (Y, B, v), i.e., generates a measure-preserving measurable mapping 'Y: 

of su ) _.. (X ?,I,µ), and, similarly, the transformation rrx[Xy ] generates a mea-
(Y, t' V , • " • rving mapping p: (X, iI, µ)-+ (Y, ~. v). These transformations can be de-~- . . s . . the following way. For definiteness, we consider the mappings rr x [x ] . 

nbed Ill . . . . Y m 
SC be the decompos1t1on of Y into a firute number of sets representable in the 
Letflk y' n y' h y' y , \ of an intersection I n • • • k' w ere m = m or Y m = Y Y m. Since 
~o;} is a basis, 11k t ey (the decomposition into points). The decomposition 11 

'" ds to some decomposition ~k of X. Indeed, 
correspon 

1tx [x.,:,J = X~, 

wh X-, - X\ X if Y' = Y\ Y m , and ere m - m m 

TTX [X.rin ... n Yt] = Xi n ... n X1c, 

because the condition in Proposition 48 means that the set rry I Y~ is ~-measurable and 
1Tx1Tr I y'm = xm; consequently, the intersection 7Ty I y'l n • • • n 1Ty l y'k is also ~­
measurable, and all possible such ~-subsets are measurable with respect to some coarsening 
, of~ generated by all possible subsets of the form X1 n · · · n Xk. Letting know go to 

infinity, we arrive at a limit decomposition f = lim t ~' so that to each pointy E Y 
there corresponds one (and only one) element of the decomposition f. This corre­
spondence is given by a graph on X x Y (assign to each point x EX the element y = 
P(x) E Y for which the point x belongs to the corresponding element off). We now 
~uip the graph r of this mapping with the measure µrrx 1 Ir. It is easy to verify that 
the space (r, µ 1rx 1 Ir) coincides (mod 0) with that space with doubly stochastic 
measure m with respect to which we began constructing the mapping p. Indeed, 
(r, µ1r.x1 Ir) satisfies the conditions of Proposition 48, and it is possible to begin the 
construction with it. But, since the measure µrrx 1 is, by construction, concentrated 
on the graph of some mapping p: X-+ Y, it is clear that, by carrying out the same 
construction, we return to the measure µrr;. 1 Ir- On the other hand, our construction 
determines the conditional measures of the original measure with respect to the de­
composition r,, i.e., it determines this original measure uniquely. Consequently, the 
Original doubly stochastic measure m coincides with µrr x 1 Ir. The spaces X and Y are 
completely equivalent, from which it follows that the homomorphism ~ of the measure 
spaces X and Y is invertible, i.e.; is an automorphism, and the measure m really is 
concentrated th . . on e graph of an isomorphism. • 

We have another auxiliary result. 

PRoP0s1noN 49. Let m < µ x v and dm/d(µ x 11) = k(x , y). If among the ::ts of the set M of the form A x B, where A E U, BE~. µA + vB;;., c and µA, 

. - eo, there are sets of arbitrarily small m-measure, then there is a set Ao x Bo 
With the 

same properties for which m(A
0 

x B 0 ) = 0. 

PRooF. Let A and B n = 1 be such that µA ;;i: E0 , vBn ;;., Eo, µAn + VB _ n n, , · · · , n 
n - c, and m(A x B ) - o The families of functions {xA (x)} and {XB (y) } are b n n . II n 

ounded, and hence precompact, in the topologies a(L 
00

(X, _µ), L(X. µ)) and 
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00 ( y )) respectively. We therefore assume that ln the~ topoJ,.,,, . a(L ( Y, v), /, , v , ,,. . 'b'e, 
X ( .) a(.) E L V>(X, Ji) and X1J n ( . J - ~ b(.) / , ( Y, v). Prom the f<tct that 

A n . • , . blc subsets ;1 c X and 13 C Y we have the cunvcrgcn.ce for arbitrary measura ' 

<xAn' XA) - (a, I.A) and (t.11,;' 'J.11} (h, Y.n) , 

it follows that O .i;;;; a(x) c.;; J and O c.;; b( y) to.; I . We prove that for arbitrary mea,urable 
characteristic functions XA and Xn 

1 XA,. (x) X.nn (y) XA (x) Xn (y) le (x, y) d (1J. X •1) 
.IL 

- i a (x) b (y) XA (x) X.n (y) le (x, y) d (JJ, X •1). 
JI 

Indeed, 

/ ~ 1 XA,,,Xn,,XAX.Jc (x, y) dxdy - ~ ~ ahx_Ax.,fa (x, y) dxdy / 

¾ I l X.A,, (x) dx J (X.nn (y) - b (y)) k (x, y) dy I 
+ I j b (y) dy J (XA,, (x) -a (x)) k (x, y) dx,. 

Let 

~n (x) = i (Xo,. (y) - b (Y)) k (x, y) dy. 
B 

For almost every fixed x E X 

~ k (x, y) dy < 1 
B 

(double stochasticity of the kernel k), i.e., k(x, y) E L(Y, v), and hence "1n(x) - O. 
Moreover, 

l~,,(x)l<2 ~ k(x, y)dy<2. 
B 

From this we get that 

I I x,. (:r) ~- (:r) dx I < 1 '~-(:r) I d:r - 0. 

In an analogous way we consider also the second term. From the convergence 

<.x .. ,.x.B,.' x .. x.a>- ( ab, X..t.Xa'> 

just proved , we immediately get the convergence 

X.t,. (x) X.8 ,. (y)-+ a (x) b (y) 

in the topology o(L ""'(M, m), L(M, m)), since the linear span of the set {XA_X°a} ~<-::ii 
~ ... : --~~. ,~~ 
~1\_i."-,· 
-.~ ·, 

. - ' '" 
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I 
L(M m) and the sequence XA x8 is bounded in L "°(M m) From the fact 

~n~ n , ' " " ' . 
that 0 c;; a(.~) ..; I , 0 < b(y ) < I and 

~ a (x) dp. = lim ) XA,. (x) dp., ) b (y) dv = lim ) Xe,.(Y) dv, 

it follows that 

p, {x: a (x) > O} + v {y : b (y) > O} ~ c. 

The condition m(A" x B") _., 0 means that 

a (x) b (y) = lim XA,.xB,. = 0 (mod m). 

But since a(x)b(y) = 0, we have k(x, y) = 0 on the set {(x , y): a(x) > O, b(y) > O}, 

which proves Proposition 49 - • 
REMARK 1. From the proof it is clear that A 0 = {x : a(x) > O} and B0 = 

{y: b(y) > O}, where (a(x), b(y)) is a limit point of the set {(xA (x), x8 (y)) }. In 
" " particular, if it is known beforehand that the condition µA + v B > c implies m(A x B) 

> O, then, necessarily, 

a (x) = XAo (x) and b (y) = Xe. (y); 

this is because 

~ a (x) d(-L + ~ b (y) dv = lim (p.A,. + vB,.) > c, a (x) < 1, b (y) < 1, 

and, consequently, 

wherefore 

c > p.A
0 
+ vB 0 > ~ a (x) dp. + ~ b (y) dv, 

from which it follows that 

~ a (x) dp. = p.A0, ~ b (y) dv = vB0, 

i.e., a(x) = XA (x) and b(y) = XB (y) . 

REMAR: 2. We mention an °especially useful assertion: if XA n (x) -+ a(x) aod 

'¼/Y) ._ b(y), then 

XA,.xB,. (x, y) - a (x) b (y). 

9. DEFINITION . We use the notation 

Il=Ilm= sup{p.A+vB:m(A X B)=O , p.A>O, vB>O}. 

PROPOSITION 50. Let k(x, y) ~ K < oo and nm = l. Then there exist finite 

decompositions 

X-XUXU LJX Y =Y 1 LJY2LJ, .. LJY,. 
- 1 2 • • • n' 
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of Tire spaces ' and l'. "h ere n K,µX, = vY , , ... , µX,, == vY,,,s11clithat 
" 

~m(Xk , l,.) = 1 
I 

and for each subscr Xk l' k· regarded as the subspace (Xk 
(M, m), u e have 

HIii/.: < 1 and E /\ 11 = v 

(the u11iq11e nonempt y subset of x,. x }' k thar is measurabl e both with respect tot 
and with respect to r, coincides with the whol e space X k x Y k ). 

PROOF . First of all, we observe that for doubly stochastic measures we always 
l n ~ 1 We construct a sequence of sets A, . x Bk for which 1ave ,,, __,. . " 

11Ak + vB,.. -1, m (Ak B,..) = 0. 

Let A~ ::> Ak and B~ ::> Bk be sets such that µA~ + vB~ = 1. Obviously, 

m (A~-X Bk)¾ rn (Ak X B,..) + m (Ai. "" Ak Y) + rn (X X B',. "-B1c) 

= p. (Ai:"" A)+ v (B~ "'- B) - 0. 

Moreover; if m(Ak x Bk)= 0, then m(Ak x CBk) = mA, from which it follows that 
the supremwn of the density k(x , y) on the set Ak x CBk is not less than 

1 1 
1 - vBk - p.A;: + (1 - (p.Ak + v8k)) 

and, therefore, for sufficiently large k it turns out that 

p.Ai. > p.Ak > 1 - s, 

for any € > 0, and a similar inequality holds for vB~. Thus, the conditions of Propo· 
s.ition 49 have been verified, so there exist sets A c X, µA ~ K- 1, and B C Y, vB ~ 
K- 1, such that 

From this it follows immediately that 

m(CA X CB) = O, i.e. rn(A X CB) -1-m(CA X B) ==1. 
0::: I Considering A x CB and CA x B now as subspaces of (Af, m) in the case when 

for any of these subspaces, we repeat the argument, dividing it again into two su;·and. 
spaces, where each time the measures of the projections of each subspaces onto 
Y are not less than K - 1

• After not more than [K] _ 1 steps we arrive at the r~· . . . (l ' htsall quued decompos1tton of M. For each component of this decomposition W uc d • 
element of the decomposition ~ /\ TJ) we have that n < 1, since otherwise we_ct'

1
, 

continue the decompositions, and this is impossible by the condition µA -" K · .· 
REMARK. In a completely analogous way it can be shown that if m is all · _:,'_ \ 

'--,~-1·~1 :-:-',·~,~ 

!}~~ 
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. ..,,n1 measure that is absolutely continuous with respect to the measure µ x h arb1(1w., . . 
V, t en decomposition ~ I\ T/ of (X x Y, m) is not more than countable. Indeed, if, for the · al d' 'b t· d h l 

the margm 1stn u 10n un er t e decomposition ~ for which 1r- 1 ~ _ exarnP e, 
TJ x c;11 -t A 1l, i.e., the m_e~sure on (X, µ)/~11, could have a continuous component, then the t of the conditional measures on the elements of the decomposition T/ correspond­_ypeto those points y E Y for which 1r x1Ty I y coincides with points in X belonging to 111

~'continuous" set of the decomposition ~TJ could not be subordinate to the type of ~e measure µ'TT x (since it would coincide with the type of µc, where µc is the con-. al measure on the corresponding element C of ~ ). dit1on 
TJ 

PRoros1TION 51. Suppose that the decompositions i and 11 of the space 
(M, 91, m) are such that X = M/i = {x 1' .x2 }, Y = M/f/ = {j\, y2 }, M =Xx Y, µ{.xi}= a, v{j\} =~(where fl.= µ1rg

1
, v = V1Tf

1
), and a+ b = c < 1. For any measure fl defined on Mand equal to zero on the set {(x 1' y 1), (.x2 , j\)} c M, the sum of the distances (with respect to variation) of the canonical projections nirg 1 and ,Hrt of this measure from the respective measures µ. and vis not less than 2(1 - c): 

inf (Var (f,.- nt1) + Var (v-nf 1
)) = 2 (1-c) > 0 {n: n {(£., 91), (£2, 9,)} = 0} 

(here n x is the canonical projection M --+ X, n x is the canonical projection M ~ X, 
and similarly for 1r y and fi y ). 

PROOF. Let n{(.x2, j\)} = p and Ii {(.xl'y2)} = q. The quantity 11(1 - a) - pl + la - qi+ 1(1 - b) - qi + lb - pl is to be estimated. Obviously, 

\1-a-p\+\b-pl 

\

1-a+b-2p for p<min(1-a, b), = 1- a - b = 1 - c for p E [min (1- a, b), 
2p-1 + a-b for p > max (1 -a, b) 

max (1 - a, b)l. 

and analogously for la _ q I + I( 1 _ b) - q I, from which we get the desired estimate, 
which is attained for 

p E [min (1 - a, b), max (1 - a, b)], 
q E [min _(1 - b, a), max (1-b, a)]. it 

COROLLARY . For any number X > 0 and any measure f) 
Var (Af,.-nj1) + Var (Av-nt 1

) > 2A (1- c). 
10. We proceed to the proof of the approximation theorem . 
T ( ) f d bly stochastic measure HEOREM 7. Suppose that the density k x, Y O a ou <:. K < 00 on Xx Y, where (X, µ) and (Y, v) are measure spaces, is bounded: k(x, y) · Th h i number l> > 0 for ere exists a number s > O such that for each € > 0 t ere s a . . 

0 
d h

. o h d composmons ~ an w ich, given a subset A c M whose widths with respect to t e e 
T/do not exceed some numbers~ s and such that ll1TxXA - sllL(X,µ) + . t lltryX - sll .,,, ~ fi -~ ~ 6 there eXists a subset A1 :J A having constan Wid A L(Y,v) ..... us or some u o• th not exceeding (1 + €)S. 
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I I I II 
slrltl whoso width with r sp c l lo th II d comr,oHltlo 1 ' Jen 

II Is ~0 11111 lll)l 11 " • • 
11

- I con, 
I 

·•x ·ood tho 11m, hn11111 u l lh wldlh11 ol tho orlglnul .,,1 lant 
nnd dni.is 1101 111110 t '" "" , 

M M 

/ 
/ 

kf .t·,y) • canst k(x ,y) • O 

y 
y ,1 

a A·(x, y)•r.o,ut 

a 
X 

l• IGU RE 3 

M 7 
- .,1 

{
i- - - - - - - 1f 8 ... - - - - - ;- x'.-

r.i ·~ IAa 
M1 ,,. JI I 

/ I 

1,/ I I 
1--A - /-¥---I I I 

/11 I I I 
I'/ I I 

V I I 

)( 

rmu,rn 4 

Tho example in Figure 3 or n mousuro on a square shows that there exist mm• 
ure spaces and subsets /\ of them whose maximum 
width with respect to each of the coordinate decompo-; 
silions ~ und r, is arbitrarily small and that are not 
contained in any set of constant width besides the 

M 

I 

I 
/ 

/ 
I 

I ,. 
/ 

/ 

X 

FIGURE 5 

, 
/ 

H-' 
/ 

whole space M. 
The essentialness of the hypothesis about boun• 

dedness of the density in the approximation theorem 
is illustrated by the measure on the square shown in 

Figure 4, where the squares Mn, regarded as subspac~s 

of (M, m), are each constructed as the space shown 
111 

Figure 3, with widths of the subsets An that unbou~~-'. 
• f boundeu· · 

edly approach zero. Also the assumption ° 
d b the condi· 

ness for the density cannot be replace Y 
tion ~ /\ Tl = v (which does not hold for the measure in Figure 4), as shown by 

thC 

example of the measure in Figure 5, where ~ /\ r, = v, but the pathologically bad 
approximability of certain subsets of arbitrarily small width is preserved as before, A•~ J 

. . · ns we""'' 
The example 111 Figure 4 shows also that without additional assumptio d 1 

h 
. t width an 

not ope, generally speakmg, to construct economically strips of con5tan ·der : 
b 

. . f ' to const 
su sets contamed 111 the product of two sets of small measure. It suf ices , 
the same subset /\. 4 

T · . teed for ~1 
he conclus1on of the approximation theorem is trivially not guaran the prod· ~ 

doubly st0chastic measures that are not absolutely continuous with respect to --~ 
uct µ x v. ull;~J a-1/llfll • -~ 

P 
the car .. ,.ri 

ROOF . As Proposition 50 shows it suffices to limit ourselves to h of •,c~ 

~ _ . , to eac j 
~ I\ Tl - v, i.e., when nm < I; in the contrary case we apply the theorem . ~J 

. ', 
··.,~ 
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die finite number of subspaces of the form Ak x Bk for which l:km(Ak x /Jk) = 1 

d n < t. If n,,. < I , then, by Proposition 49, all the nondcgcncrate sets of th an "'k c 
fortl1 A x B for which µA > o , vB > o_, and the "scmiperimctcr" µA + 118 is equal 
to 

O 
fixed number r have measure that 1s not less than some number n

0
(t), where 

( ) -.,. m > O for t > t O = const < 1. 
II f , 0 

0 We show that the theorem is proved if we prove that for any decompositions g 
and fl, each containing two subsets, the image under the canonical mapping 1., ""(M, m) 
_ L "°(/If, iii) of the characteristic function xi\ of the set /\. having the properties indi-

t d in the hypotheses of the theorem can be majorized by a function of constant ~e -
width s

1 
= (1 +€)sin the class V(M, m). Indeed, it suffices for us to show that 

among the functions in V(M, m) vanishing on I\. there is a function of constant width 
equal to 1 - s 1• Then, by Proposition 44, there is also a subset disjoint from /\. and 
having constant width equal to I - s 1• Its complement is a strip of constant width s 1 
containing /\., and is the set whose existence is asserted in the theorem. By Theorem 
6, to prove the existence of a function of width 1 - s I that vanishes on I\. it suffices 
to prove the solvability of all 2 x 2 coarsenings of the problem on the existence of 
the required function on the space M, equipped with the measure that is the restric­
tion of m to the subset M\/\... But if it is possible each time to majorize the image of 
the characteristic function XA (x, y) ( under the coarsening of the problem correspond­
ing to the choice of decompositions € and 71) by a function of constant width s 1 in 
V(M, m), then for the complement CI\. of the strip I\. there exists for each of f and f1 
a function of constant width 1 - s 1 • 

We consider a pair of decompositions € and 71. Let m;k, i, k = 1, 2, be the mea­
sures of the subsets of I\. c M falling in the corresponding "cells" (elements) of fn 
(we recall that the first index relates to 71 and the second to ~). We also use the 
notation 

m , m,•k 
h ik k 'k=-b' 'k=-b. • ak' I ak' 

The numbers p. = m~ /m. are the values on M of the 2 x 2 coarsening XA of the 1k 1k 1k ~ 
characteristic function of I\. (i.e., the measures of the elements of ~ii relative to the 
measure whose Radon-Nikodym derivative with respect to the measure is equal to the 
characteristic function of A). If the widths of I\. with respect to ~ and f/ do not ex­
ceed the numbers and are close to constants in the metric of L(X, µ) and of L(Y, 11), 

respectively, then the widths of the indicated 2 x 2 coarsenings of the function 
XJ\ (x, Y) with respect to the coordinate decompositions, which are equal, as is easily 
checked, to 

(s
1

, s
2

) = (m;1 --l- m;2 , m;. rn~2) on the elements of g = M/t 
m11 + m12 m21 + m12 

(s
3

, s
4
) = (m;, + m;1, m; 2 --l- m;2) on the elements of f = M/fi, 

m11 + m21 m12 + mi2 

do not exceed (coordinatewise) the same number s and differ by an arbitrarily s~all 
amount (more precisely' not by a greater amount) from the vector ((s, s), (s, s)) m the 
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t . of the four-dimensional space l. 
me nc t to "co mplet e" in a suit ab le way the function X defln We now atte mp . /\ ed 011 ~ . . . "dth exactly equal to s with respect to each of the co ct· to a funcuon haVJng wt or lnate . . w ·th this aim we increase some of the numbers h .1c, or wha . decompos1t1ons. 1 ' . . ' ' t is the 

b , being careful, however not to disturb the four conct·r same, the num ers m;1c, 1 ions 
m ~k <; m;1c , i , k = 1, 2, 

and the conditions 

lf for some new values of the numbers m~k in the latter conditions the four inequa}. 
ities pass into exact equalities (three suffice), then our goal is attained . It thus re­
mains to consider the case when an increase of the numbers h,k ( or m~k) leads to the 
situation in which hik = k1k for some i and k, but the corresponding width of the 
increased function x/\ on one of the elements of the coordinate decompositions con­
taining the cell Xk x Y, is still less than s. For definiteness, let h 12 = k12 . Letg1k, 
i, k = 1, 2, be the values of the elements M,1c of a function having constant width 
with respect to both decompositions equal to some number sand for which g 12 = 
k 12 ( = h 1 2). These conditions determine the values Ktk uniquely. We compute these 
values, considering only values of s for which the function gik = g(M1k) majorizes 
hik = h(M,k) : 

1) h12 = g12 = k12• 

1 
2) ~1 ¾ gu = ~ (s - k12a.J ¾ kw 

1 

4) hi.1 ¾ g21 = a:b1 ((al - b1) S + Tni2) ~ k.;n-
s· ll h · th bove mce a t e numbers Ktk pass mto the corresponding k . for s = 1, all e a 

inequalities are satisfied for this value of I We begin to dec::ase s as long as p<>ssible, 
i:e., until one of the inequalities 2)-4) becomes an equality (the quantities Kile depend 
linearly on s). We consider all conceivable cases. 

I. First let a 1 - b 1 = 1 - (£Zi + b 1) = 1 - c > 0. Then the quantities K;t are 
monotonically decreasing with a decrease of s and therefore one of the left-hand iJle· 
qualities in 2)-4) turns into an equality as th; result of a decrease of I 

Ia. If hll = (lfa.)(s - k12£li), then 

S = h11a1 + J. .,n- = m;1 +m;1 _ mi1 + m;1 _ ./ '"1--..i b b _._..;;.:........;._~ -Ss ~ s, • . 1 1 m11 + m21 
i.e., m this case we have the required function of widths not greater than s. 
. lb. If h22 = K22, then, analogously to the prece~g there is a required rune· hon of width s2 not greater than s. ' · 
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Jc. Lol 

It is roqt.tlrod to show that the value s for which this equality is attained ex-

d 
• by II small amount. if the vector ((s1 , s2 ), (s3 , s4 )) is sufficiently close to the coo s ., 

vector ((s, s), (s, s)). Lot 
4 

Iils1c- sl¾eo· 
k-1 (4) 

We consider the function n = g - Ii; n(M 12 ) = n(M21 ) = 0. The projections of n 
onto X and y are equal to the respective vectors (s - s" s - s2 ) and (s - s3 , s _ s4 ). 
By the corollary of Proposition 51, both of these vectors cannot be close to any con-
stant a* 0: 

4 

~ I (s - s1c) - a I~ 2a (1 - c). 
k-1 

ln this inequality we set a = s - s: 

4 

~ I (s - sk) - (s - s) I=~ Is - e,e I~ 2 (s - s) (1 - c). 

(5) 

(6) 

Comparing (4) and (6), we get 2{:f - s)(l - c) < e0 , i.e., f - s < e0 /2(l - c), and if 
£0 < 6s, 6 < 60 = 2(1 - c)e, then 

S ¾ s ( 1 + 2 (i ~ c)) ¾ s (1 + e) 

in correspondence with the assertion of the theorem. 
ll. We now consider the case when the difference a 1 - b 1 is small (in particular, 

negative; see Figure 6). Namely, suppose that 

~ 

// 

/ 
/ 

a, 

x1 

/ 

/ 
; 

✓ 

1-s 0 1--­
K 

/ 
/ 

/ 
/ 

/ 
/ 

FIGURE 6 

/ 

a
2 
+ b

1 
= c, i.e. a1 - b1 = 1 - c, (7) 

where 

and c is such that 

n 1 (c) > 0. 
R 

(For the definition of tho function 110 (c) sec 
p. 101.) And let 

(8) 

(9) 

0 < s0 < n _!... (c) (10) 
11K 



Scanned by CamScanner

104 
_ COMOINATIONS OF DECOMPOSITIONS INDEPENDENCE AND 111. 

1uid 

(I I) 
. t that for s0 fixed and s ~ s0 the quantities a and b . II C point OU I First of a w I For since the ~-width of the cell X

2 
x y , d 1 • ·1 close to · ' 2 an the cannot be arbitran Y 

1 ttian 1 _ s (in fact, we assume that X x y . - y are not ess o 2 I is 17-width of X, >< • ' • h == k , and therefore it has width not exceect· • •d in J\ since 1 2 1 2 1ng s entirely contame ' e coordinate decompositions), it follows that 0 with respect to each of th 

Ka1 > 1 - so, Kb2 ~ 1 - So· 

We now prove that 

Indeed, the first of the inequalities in ( 12) implies the condition 

f - S0 a2 = 1 - a1 ,< ----X- , 

from which, by (7), (8), and (11), we get 

1-s 0 > 1 b1 >c-1 +I( 
1 1 1 

- 8K - i + 4K = 8K • 

Completely analogously it follows from the second inequality in (12) that 

- 1 
a2;;:; BK" 

The inequalities (13) and (14) imply, by the definition of n,y(c), that 

m12 > n 1 ( c) > 0, 
BK 

02) 

(13) 

(14) 

from which, in particular, it follows that the supremum with respect to X of tbe ~ 
width of the cell X2 x Y 1 is not less than n

118
K(c) (and the same for the 1twi~th), 

and this contradicts ( l 0). Thus, the assumption that (7)-( 11) hold is incompatible 
with the assumed equality h 1 2 = k 1 2 ; in other words, under all the indicated re· 
strictions case II cannot occur. 

We summarize the above presentation. Let the number c
0 

be such that 

1 > c0 > 1- 8~, n_!_(c0) >O 
llK (. · that it was shown above that such a number co always exists under the assumption_ . ~ /\ T/ - 11) Th · · • uahttes - · e approximation theorem is proved for s

0 
satisfying the meq 

and for «50 =~2(1 _ c
0
)e. • 

1 
so< 4 , so< n t (co), 

BK , ,, 
•... :;; 

.. JI ~t.:;~ 
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We now establish an analogue of the approximation theorem for the case when 
the decomposition ~ /\ fl is purely continuous. 

THEOREM 1•. Let m be a doubly stochastic measure such that for the decompo­
sitions ~ and 11 (~11 = e) the measure m/(~ /\ 11) is purely continuous and the image of 
m under the canonical mapping 

1tx X 1tr: M - M/~ X M/71 =:. XX Y 
is absolutely continuous, with bounded density k(x, y), with respect to the measure 
m• for which 

1) m*1r_i1 =µand m*1ry1 = v. 
2) m/(~ A fl) = m*/(~ /\ fl). 
3) On almost every element of~ /\ 11 the conditional measure coincides with the 

product of the conditional measures on the corresponding elements of the decompo­
sitions ~TJ and flt of (X, µ) and (Y, v) into the preimages of the elements of the de­
composition M/(~ I\ 11) under the canonical mappings (X, µ)-+ (M, m)/(~ /\ 11) and 
(Y, v)-➔- (M, m)/(~ I\ 11), respectively. 

4) The conditional measures on the elements of iTJ and 11tare purely continuous. 
5) On each element of~ I\ 11 the density k(x, y) is bounded (by a constant 

depending on the element). 
Then for each e > 0 there exist numbers o0 > 0 and s0 > 0 such that if Ac 

M is a subset whose widths with respect to ~ and 11 do not exceed some number 
s ~ s0 and 

then there is a subset A.1 of constant width s' not greater than (1 + e)s for which 
m(A1 !::!,.A) < Ses. 

(15) 

PROOF. We first point out the difference in the assertions of Theorems 7 and 
7•. Theorem 7• does not assert that A.

1 
:::> A., and only guarantees the smallness of 

the measure of the symmetric difference m(A.
1 

fj.A_). Another, perhaps more essential, 
weakening of the formulation consists in the fact that the assertion begins not with 
the quantifiers 3s

0 
Ve 3 o

0 
VA., but with the quantifiers V € 3(s0 , o0) VA. However, 

for the subsequent use of both theorems this weaker form suffices. It can be shown 
(see Figure 4) that under the hypotheses of Theorem 7* the conclusion of Theorem 
7 does not hold. 

Suppose that we are given an arbitrary e > 0. We choose a number K > O 
such that on a set M C M that is measurable with respect to ~ /\ fl th e den sitY k( ) . . 1 

d M > 1 _ € Then for each x, Y ts uruformly bounded by the constant K, an m 1 1 · l . f · ( ) nd choose numbers e ement of ~ A T/ we consider the corresponding unction "a t a . co < 1 and " > o such that n (c ) ;;;;i,: " > O for all elements of~ /\ fl appeanng . t/8K o d' From Ill M 1, except certain ones whose union M2 has measure not excee mg €2 · 
(15) it follows that for any 'Y > 1 the total measure of the (measurable) set M3 made 

hi h up of the union of all elements C of ~ A T/ for w c 
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1 _ 1 • sin-.~ the numb er II rr ,\· \ i\ ~ sll L( X.µ) + llrr Y X _ SIi 

f th~ munb~ . n the lefl-h und side f ( 16) ( wi th res l( t. ~) 
, pect to the 

Thus. t n ea ·11 element f the set M = \/ n (M\ M ) 
i i 2 n M th 

~m h)ld with s0 ~ . s0 and 60 = 2(1 - c k t 3 ' 
o "I, and we can 

, di' ;;> l - s 1 - ¾ - + > 1 - s 

:u , .._, f . • Using Theorem . we bserve that on the set M ' we can complete its 

int _ -,i n with a ~t , \ satisfying the cond.i ti ns of Th eorem 7 * to form a measur . 

. · k $t' [ . \ '
1 

wh ,;e \\idth d1.es not exceed ( 1 + f)s. Indeed , since such a completion 

i.s P'-"\.~ ·· l-e I c' ~1..-:h ·lement cf~ t\ r7 that is in M'. eac.h coarsened 2 x 2 complemen. 

mi p 1 k 1 i:- s h-s k ~ r each element , and hen ·e each coarsened 2 x 2 problem 

is ~ :a k' f r the wh le se-t lJ', which means the existen ce of the required set A.'
1 

of 

·tsnt \\i th . N w, t rnn Jude the cons tru ction of J\ 1 , we add an arbitrary set of 

th 111stant \\idth n M\ \/ 1 to t11e set \ 1

1 (such a set of constant width 

~-·,-ts.. y Propos.it.i n 44 * . Finally. we get 

J .\..l.l.. \ = m ((.\/ ' n (.\l.l..\.. ) u ((M ""M ') n ( \l i' \))) 

.111 n .t 1 "'-. -\ U (((.l/ "'-._.l/' ) n .t1) U (( \f"'-. U' )n A))) 

<; 1 + s s - (1- o)s+s( t + s) s+ ss< 5ss. 

Th... rem 7 * is prO\W. • 

The approximation theorem shows the possibility of getting a good approximation 

- n3.frow strips f width that is close to being constant by means of strips of exactly 

runst-ant "idth tha t can be assumed to be elements of some decomposition that is in· 

dependem with respect to ~ and TJ. We now proceed to the construction of strlPS Csets 

· \ CM) that we approximate with sets that are measurable with respect to the de• 

sired independent complement. 
1 L D EF INITIO N. Let C be a measurable subset of M = X x Y, n a measure on 

X • r . We use the notation 

rr .. c = Il,., ;i, , = sup {µA + vB: µA+ vB > 0, n ((A X B) n C) ::=:O}; 

Il ~C = sup {µA+ vB : n ((A X B) n C) = 0}; 

fIC =Il 11 ,.C, Il'C=Il~ \C. 
Th ' m~ 8 

us, we always have TT11C ~ l , and for a doubly stochastic measure 

ret C such that mC = 1 we aJways have nmc = I (Proposition 51). 
be de­

PR OPOSJT 10N 5__ Let X = X l U ••• U X and y = y I U ••• U Y,n (Jlid 
. . . m 1 ,,, 

romposmons of the spaces X and Y such thar µX = v y = p k = 1 • • • • (.t) 
k k k ' (k) and V 

let the measurable set D be contain ed;,, the 1111io 11 U':xk x Yk. Letµ 

be the normalized resrrictions ofµ and v to the subsets X k and Y .t• and Jet 

n 1<kJn = n' 11c1.> , .,( k) (D n (Xk x y k)). ·j 
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Il'D = ~ P1cIIl(k)D. 
k= l 

PROOF. For some measurable subsets A C X and B c y let 

(p. X v)((A X B)nD)=O. 

(11 (k I X .,,< k )) ( ( ( A n X k) X ( B n Y k)) n ( ( X k X Y k) n D)) = 0, k = 1 , . . . , m, 

and 
n 

~ Pk (µ(k) (AnXk) + v<k) (B n Yk)) =µA+ vB. 
k- l 

Conversely, if Ak C Xk and Bk C Yk are such that 

then 

and 

The required assertion follows from this. • 

The following generalization of this proposition is just as obvious. 

PROPOSITION 52*. Let m be a doubly stochastic measure, and {me}, {µe}, 

107 

and {vc} the conditional measures on the elements e of the decomposition ~ I\ 1'/ and 
the co"esponding elements of the decompositions ~ and 1'/1:: (determined by the canon-
. ~ s 
ICa/ mappings X-+- M/(~ I\ 1'/) and Y-+- M/(~ I\ 1'1)} Then for an arbitrary set D 

II' D = I IT~0 x~cDd (m/~ /\ lJ). 

PROPOSITION 53. For any refining sequence of finite measurable decompositions 

t11 t e of the Lebesgue space (M, U, m) and any measurable subset e C M there is a 

sequence of sets en satisfying the following conditions : 
1) Each en is measurable with respect to the co"esponding decomposition t n · 
2) There exists a numerical sequence a t 1 such that for each n and each ele-

ment c<tn) 
11 

• 'd e<tn> · ot less off contained in e the measure of the part of ems, e ,s n 
than o:nmc<t n>. n n 

3) The characteristic functions Xe of the sets e 11 converge in measure as n -+ 
00 

to the characteristic function of C n 

PROOF. For each n we define a tn-measurable function qnCz), z EM, by 

qi/ (z) = m (C n C<Cn) (z)) (mC<Cn) (z)f1, 
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C(t n>cz) is the element of tn containing the point z EM. By the wen I, 
where . . -,_no"n 

h (see for example, [90]) on pomts of density of measurabl 
Lebesgue t eorem ' . e ~ets f 

IJ E C we have q(z) - 1, and for almost all z ~ C we have q (z) • Or 
almost a z . 11 - O. 
(fhe Lebesgue theorem relates to the case when. (M, m) 1s th~ ~nit interva) With lebes. 

and ,- is a refining sequence of fm1te decompos1t1ons of the un:t . gue measure ~n ... u mten,J 

into smaller segments whose maximal lengths go to zero , but it is easy to see that 
formally more general situation is isomorphic to this "classical" one.) Therefore four 

, or 
any number o <a:< 1 the sequence of sets C,: = {z: qn(z) > a:} satisfies reqUire-

ments 1) and 3) of Proposition 53. 

Let p(f, g) be a metric on S(M, m) whose convergence is equivalent to con. 

vergence in measure. By what was proved above, for any number a, 0 < o < 1, the 

sequence of functions Xco: converges in measure to the function Xe, i.e., p(x_c
0

, Xe} 
n 11 

-+ 0 for any such number a. Therefore , we can choose a sequence of numbers Ck,, -+ 

1, n = 1, ... , such that p(x o: , Xe) - 0 for n - 00 • For example, let pk= 
C n 

n 
1 - 1 /(k + 1 ), and let the numbers n 1 < n2 < · · · be chosen successively so that n

1 
is such that P(X fJ , Xe) < ½ for n > n l' ... , 11k is such that P<.x fJ , Xe)< 

C 2 C k+I n 11 

1 /(k + 1) for n > n k, etc. Then we can take an to be the nth term of the sequence 

~l' ~ 1' •·.,~I ~2t ~2• · · . , ~2' ~3, ~ 3 · · . , ~3' • • • 

n1 times (n2 - n1)times (n3 - n2 - n1) times 

Moreover, it is easy to see that p(x o: , Xe) - 0, i.e., x o: - Xe in measure. • 
C n C n 

n n 

PROPOSITION 54. Let X = X 1 u X2 , XI n X2 = ¢, µX
1 

= a, Y = Y1 U Y2, 

YI n Y2 =¢,vYI =b,anda+b= 1 +c,c>O. Thenm(XI x YI)~c . 

PROOF. Let m;k = m(Xk x YJ Then m12 + m
22 

= 1 - a and m2 I + m22 

= 1 - b, and so 

m12 + 1ni1 + 2m22 = 2 - ( a + b), 

1 - m11 + m22 = 1 - c, 

m11 - m"22 = c, i.e. mu> c. • 

. PROPOSITION 55- As before, let the measure m on the space M = X x y b~ 
gzven by a density k(x, y) with respect to the product measureµ x v. For any m -
able set XI c X and any € > 0 there is a measurable set y I c y for which v Y' ::: I 
µX 1 and 

n;,. (M "" (X1 x Y1)} < 1 + s. 

P w li • . dyadic ROOF. e can m1t ourselves to the case when the number µXi 15 a 
rational. In the opposite case we can use the fact that if 

' n;n (M "'(X1 X Y1
)) < 1 +1 • 

.. ~. - ,, ,., .. ::-• 
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s , 

and take 1\ to be a set with dyadic rational measure an<l y 1 an arbitrary subset of yi 
huving 111011sure equal lo I - µX 1 • From the "double stochasticity" of m, i.e., from 

,1 coildilions µ = 1mr'~ 
1 

and J) = mrry 1, it follows that n ~ I and n' M = I 1 utC ' m m • n-
deed, if the sets A C X and 8 C Y are such that m(A x B) = o, then it follows from 

Proposition 51 that µA + 1J8 = I (a fact that is clear and immediate) . Let c = 
{(.t. y): k(x, J) 0} . We consider refining sequences ~n and 11,, of finite coarsenings 

of the decompositions ~ and 11 that converge monotonically to ~ and 11 and consist each 

of 2" subsets of equal measure. We can assume that X I is measurable with respect to 

~n for some n. The characteristic function Xe(x, y) of C can be arbitrarily well ap­

proximated in the measure µ x v (and hence also in the measure m) by the character­

istic functions Xcn of sets C,, that are measurable with respect to the decompositions 

~" V fin of M. 
For sufficiently large n we have n'Cn < 1 + E/2. Indeed, otherwise we could 

find cells A(n) x s<n) CM for which µA<n) + µB(n) ~ 1 + E/2 and 

(1.1 X v) ((A 11
'
1 X ll(I") n C") = 0. 

But for such subsets A(n) and s(n) we have, by Proposition 54, 

m(A (n) X B(U))=m((A (II) X B("')nC)>;. 

By the convergence in measure Xe --+ Xe the (µ x v)-measures, and hence the m-
n 

measures, of the subsets of M on which these functions differ converge to zero with 

increasing n, and for sufficiently large n, therefore, the simultaneous satisfaction of the 

conditions m(D n C,,) = O and m(D n C) ~ E/2 is impossible for any measurable set 

D, in particular, for D = A(n) x B(n) _ 

Further, by Proposition 5 3, we can assume that on each element of ~n V 11n con­

tained in Cn the measure of the part of C inside this element is not less than 2- 2 na,,, 

where an -+ 1. We now consider for each n the function Xe defined on the space 
n 

M,, = M/~,, V '1),,, 

~hich consists of 22 " elements, and taking the values O and 1 on those elements of 

M,, on whose preimages under the canonical projection M-+ M/(tn V 11,,) the func­

tion Xe,, takes the respective values O and 1 (the latter function is measurable with re-

s~ect to ~" V 11,,, so our definition is correct). We regard the space M with the func­

tion Xe,, as a (0, 1)-matrix of dimension 2" x 2n. As is well known from the theory 

of (O, I )-matrices (see, for example, [IO I l), it follows from the inequalities 

Il'C,, < 1 + : ¾ 1 -1- :,, 

(d a positive integer, which can be attained if n is sufficiently large; for sim~licit}'.' we 

as~ume that e/2 = d/2") that for the matrix (Mn, Xe) there is a (0, 1)-matnx 

(M,,, xi ) of the same size that contains in each column and in each row not more 
" 
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, ,
1 

th:tl the •()ftCS I ondh\S <'lt'lllt'I\ L (lf lht• nut rlx \ ~ a.ls 
than one I . :ind sue 1 , . , " 0 ttlllll 

I 
•1' co M dCth)ICS :1 set for ~ hi -h \ " - ). tt . th~I\ It i l::I n' C": th~t I to I. am , r1 ,. s, 

I 
' 

r·'WS (·md ~(,lu,nns) nf th~ nrnt fix (ill,.. \ ~ ) 1k1 not contain one• 
not more t 1:u1 < v • • " " ' 

. 1 ,.1 ·h dcmcnt ()f 1111 tlrnt is ·ont:1incd in ° as an ·u d We now CllnStl er c. ~ "'" . " · 1 c. 
.11 11,.1s·urc detinc1I as the 11Mm:1H, cd restnrtl cm t,f m to this .. 1 .. m pendent space w, 1 1 c. . \4,. ~-nt 

,. 1 L•l) ' ' "\le' sp·icc (M il m)) . lks1dt•s the 1111.rnsure m detern\t'n...-1 b (a subspace o, t 1e c cso · /'--. • . . \<'\,I ) ' 

m we consider :1ls1> the measure 1..1 x ,1 dctcrn111tt'd hy µ x i i l11\ tlus o.lcmtnt. (iht 
' t • 

1
- 1- 01~ c•l\lfs'e is no hmi.tcr "d1,ubly stnd1 :1stic" wit.h respe t toµ and'') res nc 1011 o m, , . , , • ./"-..... • , 

From the preceding, on each such suhsp:1cc the tm ·c llf hns {µ x l'J·moaswe not 
greater than o,

11
, from which it folh)\VS that for this subspucc 

H!L)-.1< - - a,. 

(since the maximum of the fun ·tion u + u under th' ondition 11u = 1 - ~ 0 <; 11 <; 
I, O ~ u ~ l, is equal to 2 - Q'

11
). Therefore, the subs"t C,. = c,! n C of C is already 

such that 

ll'C,.< (2- Cl,.)(1 - ; ) + s for sufficiently large ,r), 

i.e., 

1 II'C,. < 2 - Cl11 - s + ~ Cl11s + s < 1 + s (for large 11), 

and a fortiori rr' C,. < 1 + € (for large 11). 
On the other hand, as mentioned, we can assume without loss of generality that 

the set X 1 is ~,,-measurable. For some subset Y1 c Y that is measurable with respect 
to the decomposition 11,. and for which v Y1 = 1 - µ.X 1, we have 

(l 7) 

Indeed, to construct such a set Y1 it is sufficient to consider a (~n V t1n)-measurable 

set c~ ::> c~ for which the matrix (M,.' Xco) is a permutation matrix (i.e., contains 
n • 

exactly one 1 in each row and in each column), and to define yt to be the union ot 
those elements c<TJ,.) of 11

11 
for which there is an element c<t,.) of t

11
, not contained 

in X 1, such that 

cc~,.> X C('l11> CC~. 
I ti · h d (TJ > · X is on n us case t e pro uct of C " with any element of ~ contained in , ' 

the contrary, not contained in C~ (and does not intersect it), ~.e., ( t 7) holds. 
Finally, we get 

., 

- . 
J, 

·. (J 
• ~t ~ 

-~ 
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PROPOSITION ss•. Suppose that the hypotheses of Proposition 44• hold. For 

anY measurable set X • c X and any € > 0 there is a measurable set yi c y for which 

,.,r• == t - µX1 and 

PROOF. By Proposition 55 it suffices to consider the case when t /\ 11 is purely 

continuous. As before, it suffices to assume that the number µX 1 is a dyadic rational. 
Let c:::: {(x, y) : k(x, y) > 0}. We consider a decomposition " that is an independent 
eomplement of~ /\ 1'/ with respect to the measure m• (defined in Proposition 44*). 
Toe space (M, m•) is now canonically isomorphic to the space 

(M, m*)/~ /\ x X (M, m*)/11 /\ x X (M, m*)/~ /\ 11· 

We consider refining sequences of measurable decompositions 

each containing 2n subsets of equal measure . Let 

The space (M, m•) can thus be represented as a block cut by planes parallel to 
the edges (the decompositions(~ /\ K)n, (11 A K)n and(~ /\ 11)n) into 23n equal parts. 
We can assume that X 1 is measurable with respect to some decomposition tn V 11n. 

The characteristic function Xe can be approximated arbitrarily well in the measure m• 
by characteristic functions Xe of sets en that are measurable with respect to ~n V 'Tln• 

n 
For any l> > 0 and sufficiently large n we have, as above, the inequality n' en < 1 + 
OE/2. Furthermore, by Proposition 53 we can assume that on each element of tn V 1'/n 

contained in en the measure of the part of e contained in this element is not less than 

2- 3"an, where o:n t 1. Using Proposition 52, we find that n'en < 1 + l> E/2 implies 
the inequality 

1 
II' * • -1 • > -1C < 1 +-2 a, (18) mcln), mc:<11),cx I mc<n "Y II 

where m~(n) is the normalized restriction of m• to the element e<n) of tn V 1'/n, on 
the collection of elements of ~ /\ 11 of total measure not less than 1 - fl. Consider-
. n n ~ 
mg each such element and arguing as in the proof of Proposition 55, we construct or 
such an element a (0, 1)-matrix that is analogous to the matrix (Mn, Xco) and tha t 

n 
contains in each column and in each row not more than one 1, and for those elements 

of ~11 /\ 'Tln for which (18) does not hold we let such a (0, 1)-matrix consiSt only of 

7.eros. Using Proposition 52 again, we find that 

I11C;, < 2o + ( 1 + ~ a) (1 - o) < 1 + ! e + 0, 

where C0 is the union of those elements of t: V f'/ V "n to which th e ones in the n 'in n . h 
mat • " ,.. . h f t that a - 1 and choosing t e rices (Mn, x 

0
) correspond . Finally, usmg t e ac n 

en 
number o sufficiently small, we find, as above, that 
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IT' (C:n C) < 1 + e:. 

. f yt reduces to a 2n -step repetition of the construction of yi . The construction ° 1n 
f f P s'tion 55 (according to the number of elements of ~ /\ ,., ) the proo o ropo 1 

n ·•n , and 
this concludes the proof. • 

Let now consider a measure n that is absolutely continuous with 12. us respect 
h d t x v We determine to what extent measures that are absolutel to t e pro uc µ · Y con. tinuous with respect to this fixed measure n can be doubly stochastic. 

We assume n is such that TT"M = 1 + a, a> 0 (if TT"M ~ 1, then among the 
measures that are absolutely continuous with respect to n there are necessarily meas. 
ures that are arbitrarily close to being doubly stochastic ; we shall not consider this 
case now). 

Let 

M =M 1 LJM2 , M 1 nM 2 = 0, d d~ >O on Mi, nM 2 =0. (p. v) 

Let P denote the class of nonnegative n-integrable functions vanishing on M2 • We are 
interested in how well the pair (1, 1) E L(X, µ) x L(Y, v) can be approximated by the 
pairs (rrxh, rryh) for h EC. 

We consider the space E = (rcx X rcr) L (M, p. X v) CL (X) +L(Y), 
which is canonically isomorphic to L(M)/Ker(rr x x 1Ty ), by the homomorphism theo• 
rem. The norm on Eis also defined canonically as the norm on L(M)/Ker(rrx x 1ry) 
of a normed space: 

II(/ (x), g (y)) IIE = inf II h llc. ( N ) • 
f =r-xh 
g =-;cyh 

On the one hand, if f = rr xh and g = 1T yh, then 

~ f (x) dp. = ~ g (y) dv = ~ h (x, y) d (p. X v) 
x Y xx r 

and 

llf \lc.cxi =~If I dp. =~I ~ hdv I dp. < ~I h Id (p. X v) =llhllc.(Jf), 
Ilg \le,cri < llhllc.cei, II/ lle,cxi + II g\lL(r) < 211 hllc.ce), 

(19) 

arnl, on the other hand , if we are given functions f(x) and g(y) such that J xf(x)d/J. 
= f yg(y)dv, then f = 1Txh1 and g = 1Tyh1' where h1(x , y) = f(x) + g(y)-f x f(x)dµ , and, therefore, 

.. 
1~~!i h II< 2 (II I llc.cx> + II g \lief)). i 
u-x yh 

~ 

Thus the norms II· 11£ and 11/(x), g(y)ll1 = 11/IIL(X) + llgllL(Y) are equivalent: . ~ 
1 (20) ,\ 2 11(!, g)ll1< IIU, g)IIE< 21i(f, g)\11· j 

· o,1 
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The space dual to L(X) x L(Y) is L oo(X, µ) x L oo(Y, 11), and the space dual to 
the subspace E C L(X) x L( Y) is the space 

L 00 (X) X L 00 (Y) / Ker (1tx X 1tr)*, 

where 

(1t.r X 1tr)*: L 00 (X) X L 00 (Y) - L 00 (M, p. Xv), 

(1tx X 1tyr (u (x), V (y)) = u (x) + V (y). 

An equivalent point of view is that the space dual to E can be interpreted as the whole 

space L "°(X) x L 
00

(Y), equipped with the seminorm 

p ((u, v)) = II u (x) + v (x)IIL00 (.M), 

which can be regarded as a real norm on the quotient space by its kernel, i.e., on 

£ 00 (X) X L 00 (Y) / Ker (1tx X 1ty)*. 

This norm agrees with the norm 11 • IIE introduced above. 

PROPOSITION 56. For any e > 0 a number a > 0 can be found such that, for 

any measure n that is absolutely continuous with respect to the measure µ x v and for 

which IlnM ~ I + a, there is a nonnegative bounded function h(x, y) such that 

h (x, y) = 0 on the set { (x, y): d (:~ v) = 0}, 
(1txh) (x) < 1, (1trh) (y) < 1, 

II 1rxh - 1 IIL(X, fl.)+ II 1trh - 1 llicr. v) < s. 

PROOF. We first prove that for a < e/2 there exists a nonnegative function 

h(x, y) that satisfies (21) and (23). We consider the space 

E=(;rx X r:l-)L(M, p.Xv) 

(21) 

(22) 

(23) 

and introduce on it the norm ll(f, g)IIE in (19). We estimate the distance in this norm 

from the element (I, 1) E E to the image K+ C E under the mapping rr x x rr y of the 

cone PC L(M, µ x 11) of nonnegative functions that vanish outside the set on which 
the density dn/d(µ x 11) is positive. For this purpose it suffices to get a lower estimate 

of the values on the element (1, 1) of the functionals 

(u (x), v (y)) E £ 00 (X) X L 00 (Y) = (L (X, p.) X L (Y, v))* 

that take nonnegative values on the cone K+ and have norm equal to I. In fact, by 
the Well-known theorem on separation of a convex open set from an arbitrary convex 
set b ·r 1) for any Y means of a hyperplane (see [12], Chapter II, §3, no. 2, Proposi ion ' 

open hall V((l, 1), r) in E with center at (1, 1) and radius r that is disjoint fro~1 the 

convex cone K+ there is a functional w in L 00 (X) x L 00 (Y) (on which the semmorm 

P_ is considered) taking values at elements of this ball that are not in the s~t w(K+). 
~tnce for any functional w EL oo(X) x L oo(Y) the set w(K+) coincides with the ":hole 

line, or with the ray (0, oo]' or with the ray (- oo, O]' we get that there is a functional 
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. values on K (' positive with respect to the cone K +'"\ 
that takes nonnegatn--e . . . , , has 

_ 1_ ralue on the element 1. 1) that 1s arbitrarily close in b 
p-norm 1. and tw-es a , . a SOiute 

t1 d. tance from (1. l to K . (For an y € > 0 it suffices to COnsider f 
,ulue to 1e is . (( ) _ a ~ 

• _ 1 f ·t onn sepa.ratim!};. + from the ball J I. 1 ' , I €) , where , is th . 
tion.u o um n - 1 e dis-
tance in question.) 

Let K!, c L""' X) • L ""( r be ~1e _set o: func~onals that are positive With reSJ>ect 

to K+. and K! the subset f K! consistmg ot func _u onals of p-norm not exceeding 1. 

We give a 1 wer t'StimJte f r t11e alues taken n this set of functionals by the element 

(1 1) E £. The set K! is compact in the weak topo logy 

o(Lm (X) Lo:, (Y), L(X) L(Y)) 

since it is closed in nom1 and bounded. Therefore the inf~um of the values of {l, I) 

on this set is attained at some functional (u0 (x) u0 (; )) EK!. 

The positiviiy of this functional means that u0 (x) + u0 (y) ;;,, 0 for almost all 

(x, _v) E (M, n) . 

By Proposition 46 , me function u0 (x) + u0 (.}) can be :-1"bitrarily well approxima­

ted in norm by convex combinations of elements in the set K.., of functions that can 

be represented in the form u(x) + u(J) by means of functions u(x) and u(y) taking 

only the values - ½ and ½ or the values - 1 and 1 (one of them) and O (the other). 

Moreover , as mentioned , it can be assumed that K
00 

C .K'!,, i.e., that the functions 

rl(_x) + v(y) appearing in the approximating convex combinations are also nonnegative 

for n-almost all points of the set X x Y. From this it follows that 

((u 11, v0), (1, 1 )) = inf ( ii, 8), (1, 1 )) 
(u. r ) Elm 

tl(:-=)+ti (y ) ~(ic) 

= inf (J rl(x) d~ + J O(y)dv) =~inf[~ {x: rl(x)= !) 

-p.{x:zl(x)=-!}+v{y:O(y)= !}-v{y:O(y)=-;}] 
=i-11.M=- 4• 

from which we get that the distance in the norm II. IIE from (1, 1) to x+ is equal to 

a. By (20) it follows from this that in the norm II(/, g)II this distance does not ex· 
ceed 2 s· b 1 

• n a. mce, Y assumption , a < €/2, we have proved the existence of 8 functi<> 

h(x. Y) such that h(x , Y) ~ 0 and the conditions (21) and (23) hold. . 

To _conclude_ the proof of Proposition 56, we show how to construct, for a g1ytl\ 
nonnegative function h(x, y) for which 

I rtzh- i l L(I"l + I r;rh- 1 licrJ =b > 0, 

a function h0 (x, y) such that 1,0 (.'C, y) _. o, Ji(x', y') > 0 if ho(x', y') > o, and 

l(r.xltq, nrlto)l1 ~ b + 4 yb, 
(r.1h0)(x) ¾ 1, (nr/1'0) (y) ¾ 1. 

With this pwpose we set A :::: b ½ and 
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h1 (x, y) = t h (x y) 1 + )._ I I 

\

h1 (x, y) on the set {(x, y):(n:xh 1)(x) =::;::1 and (n:rhi)(y)< 1}, 
ho= 0 on the set {(x, y): (n:xh1) (x) > 1 or (n:,h

1
) (y) > 1 }. 

Ef = {x: (1txh) (x) > 1 + A}, E[ = {y: (11:rh) (y) > 1 + i). 

115 

Since lltrJz- lllL(x) ~band ll1ryh - lllL(Y) ~ b, we have the inequalities µEx~ 
b/X and vE[ ~ b(A. Further, h 

l1txh1 -1 IIL(.I) =111 ! ).. (r-xh- 1) + 1:).. II< 1 ! ).. lln:xh-1 IIL(X) + 1 :).., 

1l 1trh1 - 1 llicY) < 1 : ,._ 11 rrrh - 1 IIL(Y) + 1 ~).., 

~-rr,:h0 -1 II+ 11 rcrho -1 jl < II rrxh1 -111 + II 1trh1 - 111 + p.E[ + vE[ 

< 1 ! ,._ + 1 ~ ,._ + 2: < b + 2 (A+ ~) = b + 4 ,Jb. 
Now, considering the first part of the proof, we find that if for given e > O the con­

stant a is chosen so that 2a + 4(2af 1 = e, then there exists a function h(x, y) such 
that 

h (x, y) > 0, ll(rcxh, 1trh)llt = b < 2a 

and also (21) holds. By what has been shown, there then exists a function ho(x, y) 
~ 0 satisfying (21) and the conditions 

(1txh0) (x) < 1, (rrrh0) (y) < 1, 

l1(11:xh0, rtrh 0)ll1 < b + 4 ,/[; < 2a + 4 y2a = e. • 

It is not hard to see that the condition n <a;; µ x v is really used only for the 
formulation and for simplification of the presentation. The following more general 

assertion has actually been proved. 

PROPOSITION 56*. For any e > O a number a > 0 can be found such that for 
any nonnegative measure n on M = X x Y whose marginal distributions are absolutely 
continuous with respect to the measures µ and v and for which nnM ~ 1 + a, there 

is a nonnegative measure n 1 such that 

n1 <%;n, 

II 

d (n1'1tx1) - t 11 + II d (n1'ltr
1
) - t \I < e. 

dp. f,(X, 11-) dv l{Y, ~) 

Also, in the proof it is sufficient to replace 7T x h aoct rr yh everywhere by 

d(n 11Tx I )/dµ and d(n l 7Ty I )/dv, respectively· 

(24) 

(25) 

(26) 
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n.. lQS ITI O N 57. For any e > 0 a numb er a > 0 can be f ound such that ,. 
n~o, , ,or an 

measure II that is absolutely continu ous with respect to the measure µ x v and for Y 

I . 1 n M ~ 1 + a, there is a numb er s > 0 such that for s < s there exists 
,v 11c 1 11 ""' 

a subset 

/\ c M f or wllicll 

A n{( x, y): d (:~ v) =0 }=0 , 

(1t,\'.X,\) (x) < s, (nYxi\) (y) < s, 

(27) 

(28) 

(29) 

PROOF. Let the function h(x, y) whose existence is asserted in Proposition 56 

be such that h(x , y ) ~A< 00 • We sets= l/A . For any s < 1/A the function 

sll(x, y) satisfies the inequalities O ~ sh(x, y) ~ 1; therefore, by Proposition 44, there 

is a subset 

A c {(x, y) : h( .~, y) >O }c{(x, y): d tr~~ ,
1

) >O}, 

such that rrxxA= rrx(sh) and rry(XA)= rry(sh). Since (21)- (23) hold forh(x,y), 

conditions (27)-(29) hold for the set /\.. • 

In a similar way, using Proposition 56* and 44* instead of 56 and 44, we get 

the following assertion. 

PROPOSITION 57*. For any e > 0 a number a> 0 can be found such that, for 

any measure 11 that is absolutely continuous with respect to the measure m* in 

Proposition 44* and for which 11,,M ~ 1 + a, there is a numbers> 0 such that for 

s < s there exists a subset /\ c M for which the measure n 
1 

whose density with re· 

spect to m* is the characteristic function XA has the following properties: 

8 
. h espect to 

PRorosITION 5 . Let/\ C (M, m) be a set of constant width sA wit r 

each of the decompositions ~ and 1'/, and let x
1 

c x and yi c y be subsets such f/,at 

(30) 

Then 

1i1tr(Xp.-1xrJnA (x, Y)) (y)-sxcr• (y)llr,(Y, •l ~ 2esA. 

PROOF. From the double stochasticity of the normalized restriction of m to 

the subset /\ it follows that 
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')1lerefore 
l tt,(Xci, . rJn")- 5Xcr1 llr,cri 

= ll1tr(Xcx, CY')r"\J- 5Xcr• + 1tt·Xc.r,xr')n AIILcfJ 

< II 1tr (Xcx, cr•in") - 5Xc>" IILcrJ + II 1trXc.r,xr1JnA llr.cri· 
(33) 

By assumption, the second term of this sum does not exceed € s. To estimate the first 
term we observe that 5XcY' = nr (XcxxCY'lr"\A) = r.r (Xcx,xcr')r"\A) + 1tr (Xccx,xcr'JnA), 

Which by (30) and (32) , we get front ' 

jtt,(Xcr,xcr'Jn")- SXcr• llicn = II 11:rXccx, cr'JnA llicn 

= II Xcx,xcY'JnA IJicx. ml< es. (34) 

The inequality (31} follows immediately from (33) and (34). • 
13. We now proceed to the proof of the existence of an independent comple­

ment of~ and r, when there exists a bounded density k(x, y). 
We say that a subset A C (M, m) of constant width s A with respect to each of 

~ and 11 satisfies the condition Y ( E; X 1 , ... , X k; Y 1 , .. . , Y1 ), where € > 0 and 
XI' . . . , Xk C X, Y 1, ... , Y1 C Y, if for each i = 1, ... , k there is a subset ~ c 
Y for which v yiA = 1 - µX; and 

(35) 

and for each j = 1, ... , / there is a subset X~ C X for which µX~ = 1 - v Yi and 

(36) 

We say that a measurable decomposition t of (M, m) into subsets of positive 
measure and constant width with respect to both the decompositions ~ and 11 satisfies 
the condition Y ( E; X 1 , ... , X k; Y 

1 
, • •• , Y1) if each of its elements ( and there are 

not more than a countable number of them) satisfies the condition Y(E; Xp . .. , Xk; 
YI, ... , Yi), 

PRoPOs1noN 59. Let k(x, y) = dm/d(µ x v) < K < ex>. Then for any€> 0 
and any collections of subsets X 

1
, •• • , X k c X and y 

1
, •.• , Y k C Y there is a de­

composition t(E; X 1, . . . , Xk; yl' ... , Yk) that is not more thancountableand that 
~tisfies the condition Y(E; X

1
, ••. , Xk ; Y

1
, .•• , Yk). 

PROOF. We carry out the proof by the method of complete induction. 
I. k = 1. We show that there exists a decomposition t( E; X 1 ; Y 1 ) with the re­

quired properties. Let € 
1 

= E/4 > O. By Theorem 7, we choose for the density k(x, y ) 
a constant s0 , and for € 

1 
a corresponding 6 > O; we can assume that 6 ~ € 1 • 

By Proposition 57, for this 6 (which plays the role of the € in th e formulation of 
Proposition 57) we find a corresponding a> 0 . Further, by Proposition 55 , we con­
struct for a (which plays the role of the € in the formulation of Proposition 55) and 
lhe set X 1 a set y 1 c Y, 11 y1 = 1 - µX

1
, such that 
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n'" (M (X1 X Yl)) < 1 + a. 

. . 57 we find a subset /\ that does not intersect x x yt 
111en by Propos1t1on , t and 

' . . h spect to ~ and r, do not exceed some number s > 0 s ~ _ 
whose widths wit re , ' s, Where 

s < so, and for which 

II 1txXA - s llicx. µ.) + 1i 1t1XA - s IILcr. ~i < os. 

By Theorem 7 there is a set A 1 :J A of constant width not exceeding s(l + et) 

with respect to each of ~ and fl . 
The set A1 intersects the set X 1 x yt in a subset whose measure does not ex. 

ceed the difference of the measures of A1 and A: 

m (A1 n (X1 X Y1)) < s (1 + €1) - (s - os) = s (el+ o) < 2els == ~ es, 

(mA1< s(i+e1), mA > s-111r xxA-s11>s-os). (3~ 

Then, by Proposition 58, 

Next, we consider the set A1 C (M, m) as a subspace of the measure space (M, m), 

i.e., as an independent space with measure that is the normalized restriction mA of 
1 

m to the subset A1 . With this subspace we can now repeat the above argument, inter• 

changing the sets X 1 and Y 1 . We prove that there is a subset A 1 C A 1 CM satisfying 

the condition Y( e; X 1 ; Y 1 ). With this aim we show that there is a measurable decom· 

position e of the space (Ai, mA ) into not more than countably many subsets A of 
1 

constant width with respect to each of ~ and r, (more precisely, with respect to the 

traces of~ and r, on A 1) that satisfies the condition 

II 1txXcxxr1Jnl - 81Xcx1 II < esl, (38) 
l L(X, µ.) 

where, for each A E e, X!. is a subset of X such that µX1 = 1 - v Y1• 
A ~ • 

We consider the set ~. who~e elements are pairs (1<., ~ ,J, where " is a ~ubset ~- 1 
(A 1, m A 

1
) of constant positive width with respect to both ~ and fl, and 8 K is a m l 

abl d ·1· f A · 'dth with re· , e ecompos1 1On o 1 mto subsets of positive measure and constant Wl tial ' 
spect to ~ and 71 and whose elements A satisfy (38). On the set ~ we consider 3 P;:. 

order structure, setting (1<. i , e(1)) < (K 0(2)) if" C" the set" is 8~2>.meas 
/( 1 2 ' K 2 1 2 ' 1 2_ • d ctivt , 

able, and 0~1) is the restriction of 0(2) to K • The partially ordered set i is in u 1 
([1 ] i K2 i bsets has 1 

4 . ' Chapter III, §2, no. 4 , Definition 3) , i.e., each of its totally ordered su ,4} call i 
a maJorant. Indeed, the majorant of a totally ordered family {(Ka , 8~';;), a E ] 

be taken to be the element (i<, 7L) where i< = U and 8- consists of all e l 
'bl b . K ' aEA "a' K 5 thef •1 

poss1 e su sets m the various 0~; (in view of the positivity of their measure '~ ha5 . j 
cannot be more than a countable number of such subsets). By Zorn's lemma," cafl•. ~ 
at least one maximal element (1<.o, 0~0)). But in this maximal element the set o ce ·.J 
not be d 'ff f O • the 5P3

- · 'i 
A \ 

1 erent rom the whole space A 1, because, otherwise, considenng ·bset . A 
( K ) d · ·t a su j 1 o, mA 1 \1<0 an arguing as above, it would be possible to select 10 1 ..... >· 

\'I(_~· 
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,., of constant positive width with respect to each of t and 1'I that satisfies ACAi'"o . h · Ii f (0) ~ ,, d this contradicts t e maxima ty o (K 0 , 0 1< ): the set A can be added to (38), an ~ . . ~ ~ Ko' U A we consider the coarsest decomposition that contains A and whose _ d on "0 . ( ) re an . to " coincides with 0 / . stricuon o o 
We now prove that among the (not ~ore than countably many) elements of the 

•tion (J = o<0> there is a subset A for which decompos1 Ko 

(39) 
. the width of A, and Y!. C Y is a subset depending on A for which v yt = 1 _ (s,., 1s A ~ A 

X
A ) With this aim, we prove that for some element A of 0 we have µ. I • 

~ 1 m (A n (X1 X Y1)) < 2 esx. (40) 
If for each A E 8 we had the opposite inequality 

m(A n (X1 >< Y1
)) >; esx. 

then for their union A 1 = UAEO A we would have 

m(UAn(X1XY 1))= m(An(X1XY 1)) > ze ~S!=2es, 
~ ~ ~ 1 ""' 1 

1E8 E8 !EO 

and this contradicts (37). Consequently, there is a set A C M of constant positive 
width with respect to each of ~ and ri and for which both (38) and (39) hold. To con­
clude the proof of the assertion that forms the basis of our induction argument it suf­
fices to use Zorn's lemma a second time, repeating word for word the previous argu­
ment based on this lemma, with the single change that the decomposition 0 K must now 
consist of subsets A of constant positive width and satisfying simultaneously both (38) and (39). 

II. Induction step. We assume that Proposition 59 is proved for any e > 0 and 
fork= 1, .. . , n, and we prove it for k = n + 1. Let e

1 = e/4n. We first prove 
that for each element A of the decomposition t(e; XI> . . . , Xn; Yp. • • , Yn), whose 
existence is assumed, we have 

(41) 

m(An(Xf x Yk))<E\Sx_, k=1, ... , n. (42) 
Indeed, by hypothesis, for each element A = A we have (35) and (36), from which it follows that 

m(A n (Xk X Y!))= m (An (CXk X cYn) < e,sx, k = 1, · · ., n, 
m(An(X!XYk))=m(An (CXf X CYk))< e,s,., k = 1, · · .,n . 

We now ch ~ X . y y ) of positive oose some element A
0 E ~(e1; XI' .. •, n' 1, · · · • n measure d ~ d ·t · ~~ - ~~ (e· , an for the subspace (A m~ ) construct a ecompos1 ion )Ao - A 0 ' X o• Ao ~ "+1; y11+ 1), just as in part I, such that for each element A E tx

0 we have 
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(43) 

(44) 

We prove that among the clements of this decomposition there is at least one 

A E·tx of positive measure that satisfies the co~dition Y(e; X 1, .•• , Xn+i; y
11 

Yo ) It suffices to show that there is a A E rx satisfying the condition 
" · • n + I · 0 ~ 

Y(€. X X . y . . y ). For this we show that there is a /\ E t~11. for whi h 
' I' . .. ' n• ". ' n O c 

m(An(Xk X Yx))< -} es,.., k = 1, . .. ,n, 

k = 1, ... ,n, 

(45) 

(46) 

where S"" is the width of A (with respect to the measure m). Assume, on the con-
/\. ~ 

trary, that for each A E tA we can find an inequality opposite to one of the 2n in­
o 

equalities (45) and (46) : 

(47) 

or 

(48) 

Let 

By (41) and (42), 

m (Ao n Z) < 2ne1S! o = ! BS!o• (49) 

On the other hand, from (47) and (48) we get for each A E 1-~ that ~Ao 

m (A n Z) > ; es A. (50) 

Combining all the inequalities (50) and using the fact that 

we find 

~ m (An Z) = m (.i\,1 n Z) >- _!_es,., 
AE<i 2 • 

() 

which contradicts ( 49); by the same token we have proved the existence of a A E: rio 

of positive measure for which the 2n inequalities ( 45) and ( 46) and the inequalities 

(43) and (44) hold , and with this , by Proposition 58, we have also the conditiOfl 

Y(e; x" . . . ' Xn + l; Yi, . . . ' Yn+l) . 
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To finish the proof of the proposition it n~w suffices to remark that the natural ly 
dered collection of subsets of M of constant width with respect to t and T/ and for 

or th e exist decompositions having the property Y(e · x . . . x . y wtuch er ' 1 ' ' n + 1 • 1 , • • • , 
) is, by what was proved , not empty, and it is obviously inductive. A maxima} 

Yn+ :nt (which exists , by Zorn's lemma) cannot fail , by the above, to be the whole 
eleJll · l h . d d . . 1 . 

M equipped wit 1 t e require ecompos1t1on iaving the property Y(e· X space• ' I • ··· , 
X 

. y , . .. , Yn+ 1). (The necessary argument by means of Zorn's lemma was 
n+ 1' 

1 d il · t I· f th · carried out in more eta m par • rom _e extstence of some subset of positive 
measure having some pro~~rty we get the extstence of a decomposition of the whole 
space into subsets of positive ~~asure, each element of which also has this property.) • 

If in the proof of Proposition 59 we use Propositions 55*, 57*, and Theorem 7• 
jnStead of Propositions 55, 57, and Theorem 7, we get the following improvement of 
Proposition 59. 

PROPOSITION 59*. Let the measure m be absolutely continuous with respect to 
the measure m• in Proposition 44*, and let the density k(x, y) = dm/dm* be bounded 
on each element of~ I\ T/. Then for any e > 0 and any collection of subsets X 

1
, • • • , 

11 c X and Yl' .. . , Yk C Y there is a decomposition t(e; Xl' . .. , Xk ; Yi, . .. , 
Y1) that is not more than countable and satisfies the condition Y( e; X 1 , . . . , X k; 
YI' . .. ' Yk). 

Instead of (37) the right-hand side of the inequality must contain the measure 
of the symmetric difference of the sets A 1 and A estimated in Theorem 7*, so we 
mould set e 1 = el IO. Part II of the proof of Proposition 59 can be carried over with­
out change. • 

We now introduce the following notation for the truncation of a function . We set 

I k (x, y), when k (x, y) < N, 
k1r (x, y)-- 0, when k(x, y)> N , 

and0'( x, y) = k(x, y) - kN(x, y). 

PROPOSJTION ro. For any doubly stochastic density k(x, y) and any e > 0 there 
is a measurable subset M

I 
c M such that mM 

1 
> 1 - e, and on the subspace (M 1, "'M 1) 

the density of the measure mM with respect to the product meQJure m~,, 1 I~ x 
I 

m,., Jri is bounded (mM It and m IT/ are the canonical projections 01 "'M I onto 
(M I M, r v·drh) 1' rn M 

1 
)/ ~ and (M 

1 
, m M 

1 
)IT/; It Is not required that M I is a set of cvnSran ' 1 

• 

PROOF. We choose a number N so th al 

~ l,N (x , ti) elm, > 1 - ~ , 
JI 

We consider the fun ctions 

l'Z (x) = i k,.· (x , y) dv = 1txXccz, y) : k ( z , y) ~ N } (z, y) 
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;1 (y) :::= \ k1,· (x , y) dp. :::= 1trX. { ( x, y ) : k (x , y ) ~ N} (x, y). 

b t 
h that for some number c' > 0 we have a(x) > c' for 

Let X' c X be a su se sue , .. 
· , 

1 
_ 14 We choose a subset Y C Y and a positive number c" 

X Ex'' and µX > € • 

SUch that 

\ kN (:i:, y) dp. > c" for y E Y ' , 
X' 

1 a and c''N <c'. vY'> - 2 

We see that we can take M 1 to be the set 

Ml = (X' X Y' ) n {(x , y): le (:x, y) ~ N}. 
Indeed, 

mM 
1 
> 1 - : -( 1 - ( 1 - : ) ( 1 - ; ) ) > 1 - e. 

Further, 

~ k.v (x, y) dp. > c'' for y E Y', 
X' 

~ ks (x, y) dv = ~ k ,v (x, y) dv - ~ k.v (x, y) dv > c1 
- c'' N > 0 for XE X' · r 

~r 
Consequently, for the density k 

1 
(x, y) of the measure mM 

1 
with respect to the product mM /~ x mM /ri on M1/~ x M1/ri C X' x Y' we have l l 

k k ,,· (x, y) N < • 1(X, y) = I . < '(, "IV) CX). 
kN(x , y)d;, . \ky(x , yJd -v c c - c 1 x, y, ' 

PROPOSITION 60. * For any doubly stochastic measure m that is absolutely con· tinuous with respect to the measure m* (defined in Proposition 44*) and any € > O there is a measurable subset M 1 C M such that mM 
1 > 1 - e, and on the subset (M., mM ) the density of mM with respect to mt- is bounded on each e/ement of 

l 
l 

l the decomposition ~ I\ ri of (M 1 , mt-). 
1 

The proof is easily obtained from the proof of Proposition 60, replacing f x • k N(x, y )dµ and f y' k N(x, Y )d v by the expressions 
1t X 

d 
EY''' 

X ( ( x, y ) : k( x . y )~ .\'(l'(x , 11)), xE X' } an "YX.{( x . 11) : 1, ( x , y) ~ i\' (l'( X , g) ) , !I 
1 . 

f the con· 
where C(x, y) 1s the elen~ent of ~ A 11 containing the point (x, y) ; instead O 

It is stant N we use the function N(C), which is measurable with respect to ~ A 1'1· also possible to obtain the uniform boundedness of the density dm M /dm'1,t 1 · • of 14. By means of Proposition 59 it is already possible to prove \he exiSleJ\Ce e an independent complement of the coordinate decompositions t and 1'/ under 
th 

·.~_( ... '~·, 
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assumption of a b_ounded density k(x, y ) . However ' our immediate goal is to dispense 
'th this assumpuon. 

W1 If we take a subset M I such that on the subspace (M m ) the d . 
t • M, enstty with 

t to the product measure mM I It x mM Ir, is bounded (see Proposition 60) d respec I an 
t 3 decomposition that is an independent complement of the coo d' eonstruc . . r mate de-

sl.tions ~ and 11 with respect to m M , then this decomposition will not b . d coinpo 1 · e m e-
pendent with respect to t and 11 and the ~~iginal measure (without the specified re-

nts it will not even be a decomposition of the whole space (M m)) H fineme , • owever, 
, if we are concerned not about the complementation property, but only about the inde-

pendence, then, as we know, s~ch independent and sufficiently fine decompositions 
exist even without the assumption of a bounded density. Therefore, we can hope to 
construct the required independent complement in the case of an arbitrary density by 
approximating it with decompositions of the whole space M into subsets of positive 
measure that are made up of two parts : a more massive part that approximates an 
element of some decomposition that is an independent complement of the pair t T/ 
with respect to the measure mM 1 (e), and a less massive part whose contribution goes 
to O in the course of the approximation and that is independent oft and T/ with re­
spect to a "truncated" part of the measure and that makes the relevant subset indepen­
dent with respect to the coordinate decompositions . We proceed to the rigorous reali­
zation of this plan. 

PROPOSITION 61. Suppose that the doubly stochastic measure m is absolutely 
continuous with respect to the measure µ x 11. Then for any e > 0 and any collection 
of subsets X 1 , .•. , X n C X, Y 

1 , .•• , Y n C Y there is a decomposition n e; X 1 , 
• .. , Xn; Y 1 , .•• , Yn) that is not more than countable and that satisfies the condition 
~ e; X 1' • • • ' X n; y I ' • • • , y n). 

PROOF. We set e 1 = el4 and construct, using Proposition 60, a subset MI C 
M = X x Y such that mM > l - e and the measure mM on the space (M, m M 1) I I 1 
is such that its density k 1 (x, y) with respect to the product of its projections mM /~ 
and mM !Tl onto X and Y is bounded by some constant K 1 < 00

• Then, using Propo­
sitio 59

1 
~ ) h · · d pendent with re-n , we construct a decomposition t of (M 1, m M t at 1s m e 

spe t 1 
X . y Y ) in this c to ~ and fl and satisfies the condition Y( e; X l' . • • , n, I' · · · ' n 

space. Let M2 == M\M
1

• We consider the space (M
2 , mM) • or (M, mM)· The 

measure mM on M = X x Y is absolutely continuous with respect to the product 
/J. x II d 

2 
d f ·t projections mM I~ and 'an consequently also with respect to the pro uct o I s . ~ ~ nz / · t a decompos1t10n t M2 11; therefore, by the corollary of Proposition 44, there exis s 

of (M t and 1/ such that the . 2, mM 
2

) into subsets of constant width with respect to ,; ~ 
discrete measure space (M 

2
, m M )/f is isomorphic to (M 1 • m M 1 )/ t · ~ 

N ~ 2 ~ ~ M the element of t that corre-ow let A C M be an element of t and A C ~ 2 able de-spo d . I ~ U A and let t be the measur ~ n s to 1t under this isomorphism . Let A = A ' the fact that A COrnp · . . b f this form. From osition of (M, m) into all possible su sets 0 
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'd l MI - s with respect to ~ and Tl and m M ' while A has constant Width M has WI t \ s,;: - . I . h l 
1ber z > o (by the isomorphism) with respect to m d /\ equal to the same nun · ~ :::::: M 2 , an 

. ~/\ n A c M n M2 = ¢ it follows the set t\. = !\ u t\. has c from the relation I onstant . 
1 'ti respect to any convex combination of m M and m . in w1dth equa to s wi 1 i M2 • par. 

ticular, with respect to m · 
For some k , 1 ~ k ~ n, we consider the set Xk and an arbitrary element/\. Et 

I\= Au A. Since f satisfies the condition Y(Ei; Xk), it follows from (41) that ' 

mN, (An (Xk YX)) < S1sf•, 

and hence, by the choice of the set, 

Furthermore, for the same reason, 

m (An (Xk X YK)) < mA < s1mM,A = s1sf\ 

and, combining (51) and (52), we get 

(51) 

(52) 

(53) 

Instead of Y~ it is now better to write Y~. By Proposition 58, the set A of constant 
widths satisfies, by (53), the condition Y(4€ 1 ; Xk) = Y(E; Xk). Repeating the same 
argument with each of the remaining subsets X1 , ••. , Xn and Yp ... , Yn, we con­
clude the proof of the assertion. • 

We mention that the assumption of absolute continuity of m with respect to 
µ x v was used only so that we could use Proposition 60. As is shown by Proposition 
60*, the absolutely continuity of m with respect to µ x v can be replaced by the abso· 
lute continuity of m with respect to m*. Therefore, the following generalization of 
Proposition 61 holds. 

PROPOSITION 61 *. Suppose that the doubly stochastic measure m is absolutely 
continuous with respect to the measure m* (defined in Proposition 44*). Then for . 
any E > 0 and any collection of subsets x 

1
, ••• , xn c x, y 

1
, ••• , Yn C Y there ,s 

a decomposition ~(e; X 1 , ••• , X ·, Y
1 

Y ) n , ... ' n . 

We can prove the central theorem of this chapter. 

THEOR EM 8. Let (M, m) be a Lebesgue space with nonatomic measure, and t 
and 1/ measurable decompositions of (M, m) such that t V Tl= e and the image of:, 
under the canonical imbedding M-+ M/~ x M/r, is absolutely continuous with res~ 
to the product of the canonically defined measures µ = m/t and JJ == m/11 011 M/~ 

11
r I . ,. ,p/e/llt M 11- Then there exists a measurable decomposition t that is an independent cott 

of~ and of Tl• 

Paces PROOF. Let {Xk, k = l, ... } and {Yk, k = 1, . .. } be bases of the s . 
(X, µ) = (M/t m/n and (Y, v) = (Mfr,, m/'r,). We construct a sequence of de· .•/ 
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. t 'n = 1, . .. , in the following way. Let €k \, O be a sequence of 
.t1!11Posit1°

05 11 
Let r ::= re e; X t ; Y t) be a decomposition satisfying the cond1't• "" umbers. t . 10n p0sitiVC 1~ y ) (Proposition 61 ). We now consider each element /\. of t 1 as an inde-

.tf1) 1 • 1 (A m ) of (M, m) and construct a decomposition ,-A of this b 'J\ ubspace "' A !I 2 su . ~odcfll 
5 

. the condition Y(e2; X,, X2; Y1, Y2). 1isfy1ng A space sa II tion of all elements of t 2 for all A E t 1 forms a measurable deco The co ec . . mpo-
) which we denote by t 2 • We continue this construction ad infii •t . of (M, m , . . nt um, sition . . 61 each time, decreasing e and adding a new pair of sets from th . Pfopos1tton . e ~1n& bases {Xk} and { y k} each time. We get a refining sequence of decompositions 

~ven ,.. < r2 < • • • , each of which is not more than countable and 1·s • • k:::: I, .. • di m t~• 'th respect to each of the coordinate decompositions~ and T/· For each d endent W1 
ep the decomposition h satisfies the condition 1Y(ek; X1 ... x . y y ) k:::l ,· ·• ' 'k• 1, ... , k· ~e now prove that the decomposition t = V t k is the required one. 

Smee each rk is independent with respect to ~ and r,, the same is true for their 
li!llil ~. It remains to verif Y that ~ V t = e and T/ V t = e. For this, we show that 
for a typical element A of t the complementation criterion in Proposition 48 is satis­
fied. Let A= n~ Ak, where A.k = Ak(A) Erk, and let mk = mAk be the condition­
~ measure on /\k. We consider an arbitrary element Xn of the chosen basis. By the 
definition of rk' for k ;;;;i, n we have 

(54) 

where Y~ C Y is some subset for which µXn + v Y~ = 1. We verify that the k k 
following convergence holds in the norm of L: 

p.Xt S (1trX(:A'.'nX Y)(')t.) (y) k-+ o:, (1tYm(Xn X Y)(').A.) (y). n .\k (55) 

where m(x 
II 

x Y)n A is the measure on the subspace (X n x Y) n A of (A, m A). In­
deed, we consider the subset Xn x Y c Mas an independent subspace with the 
measure mx xy, and consider its quotient space (Xn x Y, mx xy)/(TJ V ~). Let n n 
lhe elements of this quotient space be assigned the coordinates (y, A), where Y denotes 
'.he corresponding element X x y of the decomposition fl, and A is the correspond· m I ~ n hi g e ement of t. Let k (j,, A) be the density of the image of m x n x y under t s 
homomo hi • 1J d mt rp sm with respect to the product of the measures m x x Y an X n x Y ~ 

n tare canonically determined on (X x Y)/11 and (X x Y)lt. We define a sequence of funcr 'i::' • ~ " . " alue of the f . ions r<.k(ji, /\), setting f'lk(y, A) for fixed y equal to the mean v Unction k' ,: A) onding element !\ v, n over the set of values for A contained in the corresp k ) A of ,- . . h equence of such )k· It 1s well known that for an integrable function t e s averages (' n infinite re· fi . I.e., conditional mathematical expectations with respect to a uung seq . f . the mean (in the uence of a-algebras) converges to the function itsel m norrn of L) ( 4 1) see, for example, [24], Chapter VII, §4, Theorem . . 

k (y, A)= (1trm(XnXY)nA) (y), 
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anti 

\ I- 1,,· ,1, (SS) follm s. when· . C , k . rom ' - · 
ln :l omplctcly :inalo~wus wn it is sh own that for each n = l, ... we have 

cvnvergen ·c in the norm of/,, X. µ) : 

I (it ·X . . ) .1; ----+- (1tx'll x , r,,)()A.) (x), y s .X ( X ~ \ 11) A,._ k-► 
" .\ k 

(56) 

l\"rc 111 1·s th" measure on (X x 1·,.) n , regarded as a subspace of (Am ) w c . (X l' ) n \ , A ' 
From (54 and (55) it follows that in the metric of L(Y, v) and for each 

11 = l , .. . 

Xe•·" (y - p..\'.,. (1t/n( x >-. r)()1,.) (y), ' AJ..- k•-► ,., 

and from (56) and the analogue of (54) it follows that in the metric of L(X, v) and for 
each 11 = 1, .. . 

But a sequence of characteristic functions of subsets of constant measure cannot 
converge in the norm of L to anything other than the characteristic function of some 
subset of the same measure ; consequently , for each n = 1, . . . the functions 

.,,y ,.1tx,ncxx Y11)()A (x) and µX ,.-rt/1\x,.xl")nA. (y) 

are all characteristic functions of some subsets. This means that for the conditional 
measure mA the criterion formulated in Proposition 48 holds; consequently mA is the 
kernel of some isomorphism of the spaces (X, µ) and (Y, v), and the decomposition~ 
really is an independent complement of the decompositions ~ and fl (see Proposition 
42). • 

If instead of Proposition 61, which is the basis of the proof of Theorem 8, we 
use the more general Proposition 61 •, we arrive at the following modification of Theo­
rem 8, which is useful for subsequent applications. 

TH EOREM 8*. Let (M, m) be a Lebesgue space with nonatomic measure, and E 
and 11 measurable decompositions of this space satisfying the following conditions: 

l) ~Vr, = e. 

2) If ~TJ and '11t denot e the measurable decompositions of the spaces X == !tf/E 
and Y = M/r, induced by the canonical mapping M/~--+ M/(~ I\ Tl) and M/fl-+ 
M/(~ /\ r,), then the conditional measure on each element of the decomposition t A 11 

is absolutely continuous with respect to the product of the conditional measures 0" . . 
those elements of ~TJ and 11t that are carried under these canonical mappings into rhts 
element of~ I\ Tl (i.e., m ~ m*). 

3) The conditional measures on the elements of ~TJ and flt are purely contitluoUS-
. ', 
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We emphasize that when the decomposition ~ /\ fl contains a continuous compo-
(
. the measure m/(~ I\ fl) is not purely atomic), then the measure m is a for-nent i.e., 

. . t bsolutely continuous with respect to the product of the measures µ = m/1-: uori no a 
t; 

and v == m/11· . . . . . . tS. Theorem 8* permits the descnphon of many situations m which a space 
·th a doubly stochastic measure provided with certain other structures has an inde-

Wl ndent complement of a pair of given decompositions. For example, when the meas­
:e m is given on an affine subspace of some finite-dimensional space and is absolutely 
eontinuous with respect to Lebesgue measure on this subspace, we have the following 
assertion. 

PROPOSITION 62. Let E 1 = Rn 1 and E 2 = Rn 2 , and let L C E 1 x £ 
2 be an affine 

subspace of dimension non which a measure m is defined and absolutely continuous 
with respect to Lebesgue measure on L. Then the space (E 1 x E2 , m) admits a com­
plement r that is independent with respect to the coordinate decompositions, if 

PROOF. It suffices to limit ourselves to the case when rrE L = £ 1 and rrE L = 
I 2 £2 , otherwise taking the space rrE L x rrE L instead of £ 1 x £ 2 • For convenience, 1 2 

we can also assume that L is a linear subspace, otherwise translating L parallel to it-
self to the origin. Let 

If m• is Lebesgue measure on L, and ~ and fl are the coordinate decompositions, then t /\ Tl is the decomposition of L into cosets with respect to the subspace L 1 + L 2 , 
and the decompositions ~ and fl1c are the decompositions of E 1 and £ 2 , identified . h 1l ., wit EI x {O} and {O} x £

2
, into cosets with respect to L 

1 and L2 , respectively. 
Since dim(L 1 + L 2 ) = dim L 

1 
+ dim L

2
, the conditional measure on the elements 

oft /\ Tl, i.e., the Lebesgue measure on each of the affine subspaces of L parallel to 
L, + L2, is the product of the conditional measures on the elements of ~fl and flt· 
With that, we are in the setting of Theorem 8 • and this concludes the proof of Propo-sition 62. • ' 

W' h · it a View to formal completeness we say something about the cases when 
~VT/*€ and when the number of factors in the product space is greater than two. 

PROPOSITION 63. Suppose that the decompositions ~ and f/ of the space (M, m) are such that the measure m(1T x 1T )- 1 defined on X x Y (X == M/~; Y == M/ri) is llbso/ut I . x Y ;1-: d / e Y continuous with respect to m/~ x m/11, and the measures m t; an m 11 are 
l'Ure/y continuous. For there to exist a decomposition t that is an independent com­
Plernent of~ and T'/ it is sufficient that ~ V Tl admits an independent complement. 

PRooF . Let t 
1 

be an independent complement of the coordinate decompositions 
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. (M/t M/n m(1T x 1Ty)- 1
) , which exists, by Theorem 8. If,. 1 ol the space c; x '" X . . ~2 s an · 1 t of t V 1'/ and t 3 is the decompos1tton of (M, m) that . independent comp emen ' . -+ 1s the . f ,. under the canonical mapping M M/~ x Mfr,, then the decomp prc1mage o ~ 1 °· . . ,. _ ,. V ,. is an independent complement of~ and r,. Indeed, t y ~ == s1tion ~ - ~ 2 ~ 3 · · 

~-2 y t3 Vt = t2 V (t3 VO = r2 V (~ V 77) = €, ~n~, s1m1larly, r ~ 77 == €. The inde. 
pendencc of r and ~ follows from the fact that t 3 1s mdependent with respect to ~ 
and the conditional measure on each element C of t 3 , identified with the product ~f 
an element of t 

I 
and an element of t2 , is the product of the conditional measures 

00 
these elements (the independence of t 2 and ~ V r,). Therefore, under the canonical 
projection M ._ M/~ the conditional measure on each element of t2 V t3 is projected 
into the same measure as the conditional measure of the whole element of t3• The 
desired conclusion follows from the independence of t 3 and t The independence of 
t and r, is proved in a similar way. • 

We remark that the existence of an independent complement of the decompo­
sition ~ V r, is not a necessary condition for the existence of an independent comple­
ment of ~ and r,. We give a "discrete" example that clarifies this assertion; an example 
with purely continuous m/~ and m/r, can also be obtained from it without difficulty. 

EXAMPLE. The measure space (M, m) consists of 27 points a1k 1, i, k, I= 
1, 2, 3, m({aikl}) = P;k1> where 

Pin= P222 = P33a, P121 = Pa32 = P213, P1:n = p312 = P22a, 

P211 = P322 = Pi33' P221 = P132 = Ps1s, p231 = P112 = Ps231 (S?) 

P3u = P122 = P23!\' Pa21 = P2s2 = P113, p331 = P212 = P12:i· 

Moreover, L;,1P;k1 = r-k,1Pikl = 1/3, P111 = P112 = P113• and the numbers P121• 
P 1 22, and P 123 are not all equal to one another. It is easy to see that if ~ and 17 are 
the decompositions generated by the mappings a I-+ i and a I-+ k then the de• 

ikl ikl ' composition of the whole space into the nine subsets consisting each of the three points 
aikl whose indices coincide with those of the probabilities P· in each of the nine 
groups of equalities (57) is an independent complement of t~d 1'/, but the decomPo· 
sition ~ V r,, which is generated by the mapping a. I---+ 1 trivially does not admit an . d ,k I ' m ependent complement, because of the conditions p = p = p and I _ 1 1 1 1 1 2 1 1 3 dition· P121 P122I + IP121 -p123I + IP122 - P123I > 0, which imply that the con 
al meas~res on two elements of ~ y 11 are not isomorphic. of 

Fmally, we mention the case when an independent complement of a number 
decompositions ~ tc • t b c V •• • Y ~" 1 • · · · • i;n ts o e 1ound. Assuming the condition ~1 d = €, we can suppose that we are dealing with a " lt ' l t h t · " measure define 

b mu 1p y s oc as 1c f the on a su set of the unit cube in Rn. In contrast to th - 2 the analogue o B" kh e case n - , . f ~r o~f-von Neumann theorem does not hold even for n = 3 for cubic matnces o . i. d1mens1on 2 x 2 x 2 A ' tic" 2 )( · · s a counterexample we consider the "triply stochas ~ 2 x 2 matrix (a ) 0 · · · ~ :.1 lik c nststing of zeros and ones for which a = a O === 4 101 · ·1 ' 000 10 j 
•.q 

~l 
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==¼and a1 oo == ao Io = aoo 1 = a 1 1 1 = 0. It is immediately clear that such a 
4o 11. . itself an extreme point of the set of all "trip ly stochastic" 2 2 2 . matnX 1s • .. . . ,, x x matrices. we consider the tnply stochastic 4 x 4 x 4 matrix (b .. ) f hi h However, ,1 k or w c 

b - 1 'f 1 
'Jk - J2 I a[ "5° ][ i ][ ~] = 4 

db == .o otherwise , i.e ., the matrix obtained from (a.1k) by refinement of h f an iilc . . . . 1 eac o 
I ents into eight equal parts d1stnbuted m the cells of the 2 x 2 x 2 t . its e em ma nx, 

which now takes the place of the original element (aiik). It can be shown that such 
a matrix can be represented in the form of a convex combination of triply stochastic 

4 x 4 x 4 (0, l )-matrices. From this, in particular, it follows that if on the unit cube 
M == {O ~ x, y, z ~ 1 } C R 3 

we consider the triply stochastic measure m that is abso­
lutely continuous with respect to Lebesgue measure with density 

2, when 1 1 . 1 x<2• Y< 2 , z<2, or 

l I 1 x>2• Y>-:;:, z<- or l ' 
p(x, y, z)= 1 

x>2• 
1 

z > ~' Y<-:;:, or 

t 1 1 x<-:;:, Y>-;;:, z>-· l ' 
0 at the remaining points 

(the measure "similar" to the above matrix (aiik), in that the matrix (aiik) can be re­
garded as a measure on the space M/(f 1 V f 2 V i3 ), where i 1, t2 and i3 are certain de­
compositions into two subsets each), then there exists a decomposition of (M, m) that 
is an independent complement to each of the three coordinate decompositions . 

The consideration of other examples of cubic triply stochastic matrices for which 
the Birkhoff-von Neumann theorem is false does not lead in a similar way to the con­
struction of a doubly stochastic density on the cube that does not admit an indepen­
dent complement to the three coordinate decompositions . It would be interesting to 
clear up the situation, if only in the matrix case: is it possible to prove that for any 
multiply stochastic "matrix" we can construct a "refinement" (in the sense described 
above) for which the analogue of the Birkhoff-von Neumann theorem holds? 

§ 11. Probability measures on subsets of direct products 

O. In this section we isolate a quite broad class g of subsets of the Product of 
two Lebesgue spaces for which there is a simple criterion for the existence on the par­
ticular subset of a doubly stochastic probability measure, i.e., a probability measure 
having given marginal distributions. Our approach enables us to get, in particular' a 
criterion for the case when among such doubly stochastic measures there are measures 
that are b 1 . . d t f th ·r marginal distribu -. a so utely contmuous with respect to the pro uc s o ei 
t~ons ("doubly stochastic densities"). The criterion for the existence of doubly st0chas­
tic de · • b t li ations The methods nsit1es is used in an essential way in the su sequen app c · . 
and Xilia' • d fo the derivation of this . au ry propositions of the preceding section are use r 
Ctiterion. 
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Le en t) be a set with a distinguished a-algebra of subsets, and p: r, 
1. t .H , • . . ~,- X 

and q: n __. y measurable mappings of en, t) into the probability spaces 

ex, ~l, µx) and (Y, ~ , µy) - . . 
PROBLEM A When is there a probability measure µ on en, L) whose PrO.)·e t· 

. - I - I . • C Jons 
under the mappings p and q, 1.e., the measures µp and µq , coincide with the 

measures µx and µy? . 
DEFINITION 1. Let (X, U) and ( Y, I.B) be two sets with distinguished a-algebras 

of subsets. Then 21. © SB denotes the smallest a-algebra of subsets of X x y with re­

spect to which the canonical projections 1T x: X x Y - X and rr y : X x Y - y are 

measurable. 
DEFINITION 2. Let (X, U, µ) be a measure space. Then ?l/µ denotes the Boole. 

an algebra of classes of µ-equivalent sets. 

DEFINITION 3. ·~t denotes the a-ring of all subsets NC X x Y that can be rep­

resented in the form N = Nx U Ny, where µxerrxNx) = µy(rryNy) = 0. 

DEFINITION 4. U © ~ denotes the smallest a-algebra of subsets of the product 

X x Y containing the a-ring ~ and with respect to which the canonical projections 

1T x and rr y are measurable. 

We consider the mapping p x q: n - X x Y, eP x q)ew) = ep(w), qew)), 

and let Q = eP X q) n C X X Y. 
If there is a measure µ on n with the required properties, then the measure 

µep x q)- 1 , which is concentrated on the subset Q C X x Y, equipped with the trace 

of the a-algebra U ® !fl, has similar properties with respect to the canonical projections 

rrx: Xx Y- X and rry: Xx Y-+ Y. 

Conversely, if there exists a measure µ on Q for which µx = µrrx1 and #ly = 

µrry1 , then the measure 'iieP x q) is defined on the a-subalgebra (p x q)- 1(ij © B) 

of the a-algebra L, and the problem reduces to the extension of this measure from 

such a a-subalgebra to the whole of L. It is not a great restriction to require before• 

hand the measurability of the set Q C X x Y. To within the solution of this separate 

extension problem, the original Problem A reduces then to the case when n is a 
' ' ilil measurable subset of the direct product X x Y. However, the concept of measurab Y 

requires some comments here. 

For any measure space (X, U, µ) the class of measures defined on U and abso· 

lutely continuous with respect to µ is completely determined by the Boolean algebra 

il /µ, or, what is the same (see Chapter I, § 1), by the rings of classes of measurable 
f . . 11 un,ents, 
unctions on ex, U, µ) that are µ-almost everywhere finite Therefore, ma arg • 

. . re idenll· 
when we speak of the existence of some measure on X the µ-equivalent sets a 
fi d · " · ' I the case te ; m 1act, the problem ts solved in terms of the Boolean algebra ij /µ. 11 · 

f h . atgebras 
o t e product of two spaces 1t would be desirable to use only the Boolean 

Ufµx and '£,/µy, and ~ot the sp_aces (X, U, µx) and (Y, ~. µy) t~1emselves.assesof '. 
We recall that an isomorphism of the Boolean algebras of equivalence cl iJ1 -1 . even ~ 

sets does not imply, generally speaking, an isomorphism of the measure spaces, 
1
th':,; 

th f bl . ent th8 , ,1 
e case o counta Y generated a-algebras, if there is no additional requirem · •\' ·~) · 

ces (ft, --~ 
measure spaces be complete. However, in the case of the product of two spa ,,;,:.._:;~•_:., 

. ·~-t'i~~ 
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Y <0) we see that the class of measures defined on subsets of th d ( and ( , v _ . . e pro uct on 
I bra ll ® ~) 1s not determined by the pair of corresponding B 1 1 the a-a ge oo ean a ge-or / and '£/µy of equivalence classes of subsets of X and y respe t· 1 bras u µ x . . . , c 1 ve y. on 

Of it this crrcumstance affirms the sometunes stated opinion th t •t . . the face , _ a 1 1s in some 
rrect to consider on the space (X x Y, U ® 'fj) only measures that a b sense co . re a so-
ntinuous with respect to the product µx x µy, But in reality the B 1 tutely co oo ean algebras W,/µx and 'fj/µy det~mine a maximal Boolean algebra O that can be realized 

as the quotient algebra of U ® \fl by the ideal ~ of subsets of X x Y, where 
(X, U, µ x) and ( ~• fl, µ y) are complete measure space~ Each countably additive 
nonnegative function on [) extends to a measure on U ® ~ whose projections onto 
X and y are absolutely continuous with respect to µx and µy, and conversely. 

The Boolean a-algebra O, for which it is convenient to introduce the notation 

~ = Ql/p.;r ~ 93/P.y, 

is now defined as the algebra ( U ® 'fj )/(\'Q n (U ® ~ )), or, what is the same, 

It is clear that, since the complete measure spaces (X, U, µx) and (Y, ~. µy) 
are uniquely ( to within an isomorphism of measure spaces) determined by their Boolean 
algebras Wµx and SB/µy, the notation O = W. /µx ® 't,/µy is correct. If the com­
pleteness of (X, U, µx) and (Y, \fl, µy) is not assumed, then, repeating the constru~­
tion just described, we arrive at the Boolean algebra of 91-equivalence classes of W. © 
t-measurable subsets, and the inclusions X C X and Y C Y, which imbed the spaces 
(X, ij, µx) and (Y, ¥5, µy) canonically in the complete measure spaces (X, ft, µg) 
and (Y, ~, µ9 ), generate an epimorphism j: fl' © B --+ U © 't, ( to each subset CC 
i x Y, c E U © ~, we assign its trace C n (X x Y) E W. © 58, which commutes 
with the corresponding relations of equivalence modulo ~). Therefore, each such 
Boolean a-algebra of classes of ~ -equivalent W. © SB-measurable subsets of X x Y is 
the image of a Boolean algebra D. It is proved below that the epimorphism i does 
not necessarily carry a quasi-measure on Ufµx ® ~ /µ.y into a quasi-measure (a quasi­
measure on a Boolean algebra is defined to be a nonnegative (not necessarily strictly 
Positive) countably additive normalized function on it [28]). 

Finally, we show that the Boolean a-algebra ( U © '.B )/ 91 constructed for in­
complete spaces (X, U, µx) and (Y, \fl, JJ.y) can really be essentially poorer than the 
Boolean a-algebra O = W./µ.x ® B /µ.y, For this, we consider two subspaces X and 
y of a Lebesgue space (M, :r, m) such that Xu Y = M, X n Y =¢,a nd m•X = m•y - 1 ( . h ter measure. Ob-. - and, consequently, m.X = m•Y = 0), where m• 1st e ou 
viously, the measure spaces (X, U, µx) and (Y, \fl' µy) (where 21 and !fl ar; t~eE ~ 
a-algebras of subsets of X and Y respectively, of the form C n X and C n ' ' 
andµx(C n X) = mC andµ (C'n Y) = mC) are such that the Boolean o-algebr!,s i[ /µ Y ~; On (M x M, ~ ® ~) X and 'e /µy are isomorphic to the Boolean a-algebra "' '!!: -1 We co t CE I;®~ and moreover, µrrM ns ruct a measure µ such that µC = 1 for some ' . 
::::: nz for both projections rr M: M x M --+ M, and C n (X x Y) = ¢ (X x y is 
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I I b ino nnonl nil 1111b ,dd d 111 M M) . Th set C with the roq I r •gan ~c us v ll rtill · 
, t' 111k ,, 111 I<' f lf , n111pl • th di •~on II/) of M M, and lhc 11 Prop, ·rt, s ·nn ) . " 1cus1 

l
. k t b~ tlic· 1111111 nf 111 uml •r th 11111pplng /: M - ~ I) M .•· ' Ho /J co II le I II n l) C t ' , , (x 

. 
11 t ., rroni the •011strn ·tlo11 of X 111u Y thut th dl11gonat Oct ,x) D. It Io ows II once ocs not 

ti a t ~ y M M· hon ' ' It is lllCUningl ss to onsldor tho tno int •rs ' I I sc , · · nsurc /J 
Doolcun aJg •brn C~.t == t )/~i · on the 

'fl .. tt,~ followinl• (nnd this turns out lob very css•ntial) we con .. , III S, Ill . C O • • • • Slucr on1 
Lebesgue spaces (X, tl , µx) and (Y, 'µy), In this conn ctlon the constructions/ 
be carried out in terms of the Boulcun algebras U/µ_y and '-8 /µ Y· The problem ti an 

I 
. 

1 ius consists of ueterruining conditions for t. 1c cx1stc11ce, on II g vcn clement of tho B 
a-algebra ~r /µ x ® re/µ Y , of a quasi-mcusu_re ~hos ~ restrictions to the 0-subnlgcb:n~l::

1 are canonically isomorphic to U and 1B co111c1de with µ x and µ y . 
The Boolean a-algebra O = ii /µx ® '>B/µy dcscri~ed above is far from having 

all the useful properties enjoyed by the Boolean a-algebra "i,/m of m-equivalencc classes 
of subsets of (m, l:, M) with countably generated a-algebra t. 

PROPOSI T ION 64. For measure spaces (X, ij, µx) and (Y, 'B, µy) with mea­
sures containing continuous compon ents the Boolean a-algebra 
not a Boolean algebra of countable type and is not complete. 

~ - -U - '({/ µ X © 'f.i/µy is 

PROO F. A Boolean algebra is said to be of countable type (see [1431) if any 
subset of pairwise disjoint elements of it is not more than countable. It suffices to 
consider measure spaces (X, 'U, µ x) and ( Y, 1B. µ y) with countably generated a-alge­
bras 'tr and llhnd purely continuous measures µx and µy, The Boolean algebras of 
equivalence classes of measurable subsets of all such spaces are isomorphic; therefore, 
it suffices to consider any concrete realization. Let (X, ij, µx) = (Y, SB, µy) be the 
group R/Z of rotations of the circle of unit length with Haar measure. Our uncount· 
able subset U of pairwise disjoint nonzero elements of the Boolean algebra O can now 
be defined as U = UA = {Ucx, O'. EA}, where U

0 
= {(x, y): x, y E R/Z, x-y =a}, • 

and A E R/Z is an arbitrary uncountable set, while i; denotes the element of D gener• 
ated by the subsets U C X x Y. The measurability of the U and their pairwise dis• 
jointness are obvious, and it is proved that [J is of uncountable type. 

Now, to prove the incompleteness of [l, i.e., to show that not every subset of it 
has a supremum, it suffices to consider the same type of subset U A, where A is 3 

· ts (Lebesgue) nonmeasurable subset of R/Z. Indeed, suppose that B = sup U A exis · 
Let 

B = {~: {(x, y): X - y = ~r /\ B + O}. 

Obviously, B :::> A. 
. ~-Each element U A of the Boolean algebra [J is invariant with respect to . · 

morphisms of O generated by the transformations of the set X x Y of the forrn of. ·1 

( ) f the set . x, Y I-- (x + 'Y, Y + 'Y); consequently, by uniqueness, the supremum B O 
111 

· . 
h l . 5 fro - -,, sue e ements must also be invariant with respect to all such transformation · • 8 , 

this it follows that if (3 E B, then not only is it true that {(x, y ): x - Y === ~} A Id· -::i 
=I= 0, but also {(x, y): x - Y = (3} •< B. If there were a fio E B\A, then it woll . ---~ 

..... ~ 

. :·.{:\f~ 
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happen that 

B /\ C {(.r, y): x - y = f:l0 }' < B, 

but, as before, 

B (\ C {(x, Y) : x - Y = ~0}' > (J,,, for !l EA, 

thi Would contradict the equation B = supa EA {U } . and s a 
Thus, B = A, i.e. 

B = {(x, y): x - y = a., a.EA} . 

Now we show that the set {(x, y) : x - y = et, et EA} is not in the a-algebra 
~ ® 18 when A is a subset of the circle that is not Lebes?e measurable . Indeed, the 
product measure µ x x µ y is defined on all subsets in U ® ¥3 and is obviously in­
variant with respect to all the transformations (x, y) ~ (x + 'Y, y - -y), 'YE R/Z, of 
xx Y. The mapping t : X x Y ~ R/Z, t(x, y ) = x + y, carries the measure µx x 
µ.y into an invariant measure on R/~, and the collection of measurable subsets of R/Z 
coincides with the collection of U ® B -measurable subsets of X x Y of the form 
UaEA U

0
• Since [81] on R/Z there does not exist an invariant measure defined on 

the a-algebra of all subsets, for some A C R/Z ( which is obviously not Lebesgue mea­
surable) the set {(x, y) : x - y = et, a EA} is not in U ® fl . • 

In the following, admitting abuse of language, we frequently do not distinguish 
among a subset MC X x Y, the class of subsets that are ~ -equivalent to this subset , 
and the corresponding element of the Boolean a-algebra U/µx ® >B/µy, 

2. We proceed now to the basic problem. 
_ PROBLEM B. The Lebesgue spaces (X, U, µx) and (Y, SB, µy) are given, and an 

il ® ~-measurable subset K of the product X x Y is selected. We consider the ques­
tion of the existence of a probability measure µ on ij ® SB having the following 
properties: 

1) p.K = 1; 2) p.1tx1 = P.x; 3) P,1ty1 = P.y· 

The solution of Problem B given below reduces to the determination of a cl~s g 
of subsets of ir © SB (or a class of elements of the Boolean algebra O = 9[/µx ® 
B /µy) for which a simple criterion is stated and proved for the positive solution of the 
problem; it also turns out not to be complicated to test whether or not a set K is in g · 

In its properties the class 3 turns out to be similar to the class of compact sub­
set8 of a product of compact sets, but it is defined in terms of pure measure theory · Before int d . . ro ucmg 1t, we state some definitions. 

Let ~k and 1/k be two refining sequences of measurable decompositions of the respe r t th c ive nonatomic spaces (X, ~, µx) and (Y, i, µy ), each of which converges o 
e decomposition into points(~ t € and 1/ t €y), and such that tk and f/k are each d k x k ecompositions of the spaces into 2k subsets of equal measure. 

DEFINITION 5. Pis the class of subsets of X x Y of the form A x B, A E n' BE ~- p . A B h e A c X is ' k 18 the class of subsets of X x Y of the form x , w er 
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d B c y is f/ -measurable; o: P is the smallest algebra of sets . ~k-measurable an k . . conta1nin 
P; o: P is the smallest algebra of sets con tam mg Pk· . & 

" p ·f and only if C admits a representation C = U7 A x B Thus, CE o: 1 . . . . . k k• Where 
(0 < oo and the sets A k x Bk are patrw1se dtSJomt. 

AkE n, BkE:u , n • 
DEFINITION 6. Let CE a p · Then 

rr (C) = max (P.xA + P.rB) 
AEQl. BEQ3 
(A X B)('iC=rzJ 

(here it is not excluded that µxA = 0 or µyB = O, so iliat TI(C) ~ 1; this maximum 
is attained, by the condition C E O'. P ). 

DEFINITION 7. Let C, DE aP. Then p(C, D) = 2 - TI(CAD). 

PROPOSITION 65. p(C, D) is a metric on aP. 

PROOF. It suffices to verify the triangle inequality. We set p(U) = p(U, ¢), 
so that 

p (C, D) = p (C1D, 0) = p (CAD). 

Further , p(C, E) ~ p(C, D) + p(D, E) is equivalent to 

p (CAE) ¾ p (CAD)+ p (DAE) . 

Since, as is easily checked, C t::..E C ( C t::..D) U (D t::..E), and since the function p(U) is 
monotonically nondecreasing with respect to inclusion, i.e ., W :) V implies p(W) ~ 
p( V), it suffices to verify that p( V U W) ~ ' p( V) + p(W) for V, W E o: P . Indeed, if 

(AvXBv)nV=0, (AwXBw)nW=/=0, 

whereAv,Aw E 0" andBv,Bw E ~. then 

and 

P-x (AvnAw) > P.xAv + P.xAw-1, 

P.r(BvnBw)>P.rBv+P.vBw-1, 

from which we obtain 

or 

2-Il (VU W) ¾ (2- IT (V)) + (2 - IT (W)), 

i.e., p(V U W) ~ p(V) + p(W). • a >:.l 
I . ank of :.i t 1s useful to observe that the quantity p( V) is analogous to the term r '.1 

(0, 1 )-matrix [101] . J 
We remark that if in the definition of the functional TI we take the JllaJ(iJtlUfll /~ 
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onlY over the subsets A E U and BE '8 of positive measure , then p cea~s to be a 
. as is clear from the example of the sets C, D £ (see Figure 7 where x _ y ,netnC, · ' ' -

:::: (0, 1 ]) : 

where 

J_,. 
2 
C 

X 

D 

FIGURE 7 

1x 
2 
f 

?i (F, G) = 2- max {p.xA + p.,B: t-LzA > 0, p.,B > 0, (A X B ) n (Fi:1G) = 0}, 

pi(C, E) > p1(C, D) + pi(D, E). 

PROPOSITION 66. (aP, p) is a separate metric space. 

PROOF. Clearly, we can take the set U ka Pk c a P as a countable dense subset 

in aP. • 
Of course, the metric p can also be defined on the whole a-algebra U © t; in 

the definition of the functional n it would be natural to require only the condition 

(A x B) n C E 91 instead of the disjointness of A x B and C. However, the metric 

thus defined on the Boolean algebra Ufµx ® fl /µy turns it into a nonseparable metric 

space. An example of a continuum subset, any two elements of which are at a distance 

of not less than ½ from each other, is given by the subset of this Boolean algebra con­

sidered on p. 174 for the proof of the noncountability of its type. Nevertheless, the 

metric is very natural: the less the number p(C), the more the set C "resembles" a 

~tin the ideal 3l. Obviously, if NE 91, then p(N) = 0. We prove the converse asser­
tion. 

PROPOSITION 67. Let V c X x Y and SUP(A XB)n VE ~ (µxA + µyB) = 2· 
Then VE ,i. 

PROOF. Let {An} and {Bn} be sequences of subsets of U and f respectively 
(whose e . t 

XIS ence follows from the hypothesis) such that 
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m. 

It is easy to see that 

V c (ffm CA n x Y)U (X X lim CBJ 

to within a subset in ~- But 

f--Lx Jim CAn = f--Ly lim CB"= 0, 

since 

from which we get the required conclusion. • 

PROPOSITION 68. Each family S C P has a supremum in the sense of the 

structure of the Boolean algebra n/µx © 93 /µy (i.e., mod ~ ). 

PROOF. Let {Pn, n = I, ... } be a countable subset that is dense in Sin the 

sense of the metric p. We consider the set Q = U ~ Pn and prove that Q = sup S. 

Let PE S; we show that PC Q (mod ~ ). Let Pn -+ P, i.e. , p(P, Pn ) -+ 0. Then 
k k 

m ro 

P ( P "'- LJ P n , 0 ) - 0 and P "'- LJ P n - 0 , 
k=l k k=l k m 

i.e. , by Proposition 61, we get that P\LJ;= 1 Pnk E ~ . 

Conversely, it is obvious that no subset of X x Y not containing the set P 

mod ~ can be an upper bound for {Pn}, and a fortiori for all S. • 

We now introduce the class of subsets of X x Y that is basic for us. 

DEFINITION 8. Z5 denotes the class of subsets of X x Y whose complements are 

suprema mod ~ (in the sense of the Boolean algebra 'i[l/µx © SB/µy) of families of 

subsets in P . 
The class B is quite broad. In one particular case when the spaces (X, ~. µx) 

and ( Y, ~, µ y) are complete separable metric spaces with Borel measures µ x and µy, 

the class Z5 contains all the closed subsets of the topological product X x Y: since a 

basis of open subsets in X x Y can be taken to be the class of products of open sub· 

sets of X and Y, the closed subsets are the complements of countable unions of open , 

subsets in this basis. Informally, we can think of the family p as analogous to a base 
f 1 d f aiogoUS to 

0 open-c ose subsets o a compact space, the suprema of subsets of Pas an 1 

th o- f comP8ct 1 

e open sets, and the class ~ as analogous to the class of closed subsets o a l 

space. l 
I · f - / the test i 
n spite o the uncountable type of the Boolean algebra 'iI /µ.x ® ~ µy, r I 

f w-· 
or whether or not a given set F belongs to £5 bears an essentially countable c . 

PROPOSITION 69. FE 3 if and only if for some pk, k = 1, . • · , 

The proof follows at once from Proposition 68. 
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We now consider the space of probability measures µ on (X x Y, ij ® ~) 3
· atible with the structure of the Boolean algebra 91/µx ® 'fl/µy , tare coinP 

th3 FI NIT ION 9. If (X, U, µ x) and ( Y, 18, µ y) are Lebesgue spaces, then 
D~) denotes the space of probability measures µ on (X x Y, ij ® se) for whlch 

M(~t == µx and µ?Ty 1 = µy , equipped with the topology r determined by specifying 
µtrx . fundamental system of neighborhoods for an element µ E M(X x Y)· ~~Mq . 

V (p.; Ai, .. . ' An; Bl' .. . , Bn; e) 

:::::::{p.' :p.' E M, lp.(Ak x Bk)-p. ' (AkXBk)l<e, k=1, ... , n}, 

A E ij B E ~ , k = 1, . . . , n, and € > 0. where k ' k 
In other words, the topology T is defined as the trace of the weak topology of the 

space dual to the tensor product L 
00

(X) © L 
00

(Y) under the natural irnbedding in it of 
the set M- The space M(F) for an arbitrary set FE n is defined similarly; our main 
goal is to determine conditions under which M(F) is not empty. 

PROPOSITION 70. The space (M(X x Y), r) is a compact metrizable space. 

The proof makes essential use of the completeness ("Lebesgueness", since it is 
assumed that the measure spaces are of countable type) of (X, ~. µx) and (Y, ~. µy). 
However, the assertion that (Mr) is metrizable is, of course, true even without the as­
sumption of completeness. 

We first prove that the topology T can be given also by the neighborhoods of the 
form V(µ; A 1 , .•• , An; B 1 , •.• , Bn; €), where the sets A 1 , ... , An are tk•measur­
able and B1, •• • , Bn are 17k-measurable for some k = k(V). Indeed, let P = A x B, 
where A E ij and BE 18, and let µ E M and e > 0. We construct a neighborhood 
V(µ; A;B; e) ofµ, where A is tk-measurable, Bis 17k-measurable, and e> 0, that is 
contained in the neighborhood V(µ; A; B; e) ofµ. For this, we choose k and corre­
sponding ~k-measurable and 17k-measurable sets A E ij and BE 18 such that 

P.x (AllA) < ~ , p.1 (Bt:.B) < ; . 
It · 15 not hard to see that for any measure µ' E M 

p.' ((A X B) Ll (AX B)) < ~ + : = : . 

Therefore, if µ' E V(µ; A; Ji; E/2), i.e., if 

Ip.' (A x B) - p. (Ax B) I < ; , 
then · 

'since we always have lµ(V) - µ(W)I ~ µ(VAW}, we obtain 

I (J,1 (A X B) - (J, (A X B) I 
::::: IP.' (A>< B) - p.' (Ax B) + p.' (A x B) --p. (AX B) + p. (AX B) 

-µ(A X B) I <p.' ((AX B) ll (A x B)) +; + p. ((AX B) ti (A X B)) 
E E E ~-+-+-=€, ""4 2 4 
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I 
. 

1 ~ ves tlle desired inclusion , and, together with it , the countability of w uc 1 pro a basi. · bilit ~~ open sets , i.e ., the metnza Y· 
We now suppose that we are given aI\ infinite subset of M and prove that We 

f ·t sequence that converges to some element in M. Indeed it can extract rom 1 a , was iust 
d th t nvergence in M is convergence of the values of the measures prove a co on a coun 

bl b f Sets Since the values of the measures on each set do not e 1• a e num er o • Xceed l by using a diagonal process we cw get a sequence of measures µn, n = 1, . .. , Whose' 
values converge to a limit on each set in our countable system. It remains to show 
(here the completeness p.:_operty is essential) that these limits are the values of a 
measure on (X x Y, ~ ® ~). 

For each k we choose a ~k- (respectively, 17k-) measurable set Ak (Bk) such that 
the system {A k} ({Bk}) forms a basis [92] . To each element of X ( of Y) we assign 
a sequence of zeros wd ones: its "coordinates" in this basis . Without loss of gener­
ality we can assume that a one-to-one correspondence is established in this way be­
tween the elements of X ( of Y) and those of the compact set formed by the count­
able power of the doubleton D = {0, 1} , where the measure µx (µy) corresponds 
here to the countable product of the measure with masses ½, wd the a-algebra of 
Lebesgue measurable (with respect to the aforementioned product measure on the 
compact set DK 0 ) subsets of the compact set. More briefly, fixing the bases compact­
ifies (to within a subset of measure 0) the spaces X wd Y. But this means that 
X x Y can be regarded as a compact set, and since the limit values of a sequence of 
measures µn clearly form an additive function on the set Uk a Pk, this additive func• 
tion uniquely determines a measure on a® 11 (and on ~ ® B ) that extends it. 
With this, the compactness of the space of measures M(X x Y) is proved. • 

PROPOSITION 71. For any FE g 

M(F)= n 
p: PE p 

PnFEm 

M ((X X Y)"'-P). 
(58) 

PROOF. Equation (58) means that a measure vanishing on each of the uncount· 
able number of sets P outside F vanishes in general outside F. We first mention that 
for any PE P the set of measures M((X x Y)\P) with the topology induced from M(_: x Y) is_ a compact metric space (possibly empty). Indeed, M((X x Y)\:), w;re 
P - A x B, is a closed subset of M, since, by the definition of the topology in M, 
~(P) = O andµ"--+ µ, then µ(P) = 0 . Now suppose that F =(Xx Y)\U~ P,-; 
(mod 91), Pk E P (Proposition 69). Each measure µ E M(X x Y) vanishing on ea~f 
Pk, k = 1, ••.,has the property that µF = 1, i.e.,µ E M(F). By the sa111e toke;•

1 

a. measure is in the right-hand side in (58), then it is automatically in the left-ban 
SJ.de. The reverse inclusion is trivial. • · 1 

We can now prove the following theorem. --~ 
X 1- Y, 11 THEOREM 9. Let (X, ~. µx) and (Y, ~. µy) be Lebesgue spaces, F C . ·,j 

and FE 3. For there to be a measure µ on the space (F, ~ ® B Ip) for which j 
µ•,<' = µx and µ,y' = µy, it is necessary and sufficient that · : ,,,;.J 
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A E U, IJ E <n 

(A X D) /I fo' E <)1 

139 

(59) 

PROOF . The necessity is obvious, by (58) . Because of the compactness of the 

sets M(X x Y)\P), and hence of M(F) (for FE 3 ), it suffices to prove that finite inter­

sections of the sets of the form M((X x Y)\P), PE P, P n FE 91, are not empty. 

Here, however, we are in a situation where we can use Theorem 6. Let pk • 

k ==I, ... , n, be subsets of X x Y having the form Pk= Ak x Bk, and let F c F' = 
(X X Y)\U~ Pk. We show that there is a measure µrrx1 = µx and µ1Tyt = µy, In­

deed, (59) means that TT(F') == 1; therefore each "coarsened 2 x 2 problem" is solva­

able if we take the marginal measures µx and µy to be measures that are proportional 

to µx and µy with a sufficiently small proportionality coefficient X. 

The "coarsened problem" singled out by fixing some two measurable sets A c X 

and B C Y is actually determined if the measures are given for the intersections of A 

and B with each of the (not more than) 2n subsets of X and the 2n subsets of Y into 

which these spaces are decomposed by all possible intersections of the sets A k• Bk 

(k = 1, . .. , n) and their complements. Thus, the aforementioned proportionality 

coefficient X is a nonzero continuous function defined on some compact subset of 

R2n+ 1, By Theorem 6, it follows from this that there exists a subprobability measure 

on F' that is absolutely continuous with respect to the product measure µx x µy and 

for which the marginal distributions are the respective measures Xminµx and XminµY ; 

therefore the required probability measure exists and has density not exceeding x;;:.:n· 
The nonemptiness of the finite intersections of the compact sets M((X x Y)\P), and 

with it the nonemptiness of the compact set M(F), under the assumption of the con­

dition (59) is proved. • 

We note the essentiality of the condition F E g for the criterion given by Theo­

rem 9 to be correct. As the simplest counterexample we take X = Y = [O, 1], µx 

and µY each Lebesgue measure, and F the set {(x, y): x > y}. Obviously, (59) holds, 

but on this set it is impossible to define a measure whose marginal distributions are tbe 

Lebesgue measures. 

Th 6 l deed the condition 
eorem 9 can be regarded as an analogue of Theorem • n • 

µxA + µyB E;; 1 for (A x B) n FE 91, (A x CB) n F <t. 91, (CA x B) n F E 91 and 

(CA x CB) n F ff. 91 can be considered to be a criterion for the solvability of a . 
"co . t ce O f a nonnegative 

arsened 2 x 2 problem" , understood as a problem on the e,us en . . . 
2 x 2 . 1 and one restn ctlon . 

rnatnx with given sums of elements in the rows and co umns 
it is r • d h " U" A B is equal to 0. 

equue that the element corresponding to t e ce x . . 

W ·r h ondition m Theorem 
e note in particular that it is not necessary to ven Y t e c 

9 for all possible pairs of measurable sets (A , B) for which (A x B) n ~ E 
91 

· We can 
i:_ , b t bl ) of paus A ' B'Y, 
-UJrut ourselves to a family (which can be chosen to e coun a e 'Y b 

. ul · f F is a closed su · 
'YE r, for which (X x Y)\U (A x B ) E ~ . In part1c ar, 1 

set f -yE r 'Y 'Y X and y with Borel measures µ x 
0 the direct product of complete metric spaces 
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limit ourselves to the open subsets A C X and B c y (l) and µ then we can · As y, . d h closed subset F c X x Y belongs to the class g but already mentlone , eac . . ' not 
I 1 ex is invariant with respect to the transformations (x Y) , _ conversely: t 1e c ass o ' .---

r d u are automorphisms of the measure spaces (X tL µ ) d (Tx, Uy), where an ' · x an 
1n ) hi h nnot be said of the class of closed subsets of X x y (Y, 1.J, µy , w c ca · 

Theorem 9 does not carry over to the case of subsets of products of three or 

e Spaces An example given by Strassen [113] , which shows that the c . more measur • n-
terion in the Strassen-Kellerer form (for closed subsets of complete metric spaces) does 
not carry over to the case of a product with more than two factors, serves also as an 
example of a subset of a product of finite spaces (2 , 2, and 3 points) with given mar­
ginal measures and having the property that any "coarsened 2 x 2 x 2 problem" is 
solvable, while there is no measure on this subset with the given marginal distributions. 

4 . We give another formulation of the theorem above , one whose assertion admits 
a useful extension . 

D EF INITION 10. Let FE g. Then we define the set mi F = miµ,v F by 

mi11-, ,F = F ~ sup {AX B : p.A + vB = 1, ((X "'--A) X (Y ~ B)) nF E 9'}, 

and call it the minimization of the set F ( with respect to µ and v ). Its existence is 
guaranteed by Proposition 68. 

As mentioned, if m is a (µ , v)-doubly stochastic measure, and the sets A and B 
are such that µA + vB = 1 and m(A x B) = 0, then also m(CA x CB) = 0. There• 
fore , if m is a (µ, v)-doubly stochastic measure on the set F C X x Y, then, taking 
Proposition 69 into account, m(miµ ,vF) = 1. Thus , the nonemptiness of the minimi­
zation of a set F E B is a necessary condition for the existence on this set of a doubly 
stochastic measure. 

We show that th e nonemptiness of the minimization of a set FE g is also a suf­
ficient condition for the existence on this set of a doubly stochastic measure. 

Suppose that there is no doubly stochastic measure on the set F E g. Then, by 
Theorem 9, there are sets A E ~ and B E lfl such that 

p.A+vB>1, (A X B)nFE91. 

We show that we then have mi F = ¢. Indeed, let A' E ij and B' E. ~ be arbitrafY 
subsets for which µA' , vB' ~ µA + vB - 1. We prove that 

(A' X B')nmi FE 91. (60) 

For ' if A, x· B' C CA x CB' then the assertion is obvious, since' by the definition of 
minimization , (CA x CB) n mi F E 31. Now let A I x B' c A x CB. Then 

P. ((A~ A') + vB) =p. A + vB-p.A' > 1 

(3) In th is form (with a diff t f I ss) for the condit ion (59)) . f . th eren orm of notation, apparently inspired by Kellerer , relfl 
th 

. t , i.e., or e closed subsets _ of a product of complete metric spac es, the theO on e ex JS enc e of a measur e w 'th • . ( 113) · Th 't . . 1 given margmal me asures w as first obtained by Strassen .,·., e en enon studied below for th . difeCw from th It f S 
e existence of a doubly stochastic density does not fotloW , e resu s o trassen. ·, 

--~; , 
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, eA' x B' C C(A\A') x CB, we get , as before, that the sets A' x B' and and sLnc 
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, F arc disjoint. Now if the set A' x B' is in "general position" with respect to 
1111 

B, then the verification of (60) reduces to its verification for four of its subsets 
A . tl properties just considered. • havtnS ,e 

TH EOREM 9 (second formulation). For th ere to be a (µ, v)-doubly stochastic 

e 011 the subset F C X x Y, F E B , it is necessary and sufficient that ,neas11r, 

nu F=f.¢. 
µ,1 1 

The operation miµ,v is idempotent. In fact, let {(An, Bn), n = l, .. . } be a 
sequence of pairs of subsets An E U, B n E B such that 

p.A n + v B n = 1, ( A 11 X B ,,) n F E 91, 

sup{A" X B,,, n=1, . . . } = sup{A X B:A X BnFE9'} (6I) 

(see Proposition 69). We consider the measurable decompositions ~F and r,F of the 
spaces (X, ij,, µ) and (Y, B. v) generated by the systems of sets {An } and {Bn} . Since 
µAn = vCBn, the relation An B- CBn establishes an isomorphism between the measure 
spaces (X, µ)/tF and (Y, v)/r,p, and the set mi Flies on the "diagonal" : on the union 
of the products of those elements of ~F and Tip that correspond by virtue of the iso­
morphism. If instead ofµ and v we now consider a pair µ', v' of conditional measures 
on corresponding elements of ~F and 'TlF, then for these measures it is already true that 
the set miµ•,11•(miµ,vF) coincides (mod~(µ, v)) with the set mi/J,,11,F, -since, for each 
nontrivial pair of sets A', B' for which 

p.1A'+v'B'=1, (A'XB')nmiµ.,vF E 91(p.' , v'), 

it is possible to find a pair of sets A, B such that 

1.1A+vB=1, (AXB)nmiµ.,vFE91(p., v), 

and this contradicts (61). Since we do not use the idempotence of the operation mi 
in the following, we limit ourselves to this explanation. 

It can be shown that it is impossible to remove a nonempty (mod ~) subset of 
tile form (A x B) n F from the set mi F without diminishing the collection of 
do bl µ '11 

u Y stochastic measures on F. 
S. We consider an extension of this result that is important for the sequel. Sup­

Pose that we want to establish not simply the existence of some doubly st0chaStic mea-su h t' re on a particular subset F of X x Y but the existence on F of a doubly st0c as ic 
m~~ure that is absolutely continuous ~ith respect to the product measure µ x v. It is 
tnvia1 that th 1 •1· d 't' s on a subset e c ass of all such doubly stochastic probab11ty ens1 ie , 
; C X x Y is not compact in the topology r (if it is not empty), so a direct appl~ca-
100 of the previous arguments does not lead to the goal. The subset Q = {(x, y) . 
x ~ Y}of the unit square 12' considered as the product of two segments/ on which 
lebesgu d .d example of a set . e measure plays the role of the measures µ an v, provi es an 
IJJ. the cl o: h d' t d compositions of 
12 ass o whose conditional measures under t e coor ma e e . 

C '/J. x v) are almost all positive, for which the conditions of Theorem 9 hold (1.e., 
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I . t d ubly stochastic measures on it), but for which there does not . t 1erc cXJS o . . eXISt a 
doubly stochastic measure determined by a density with respect to the measure 
(µ x v)Q: tlle probability mea~re having density 2XQ(x, !! with respect toµ. x 11 

Let F be an arbitrary i1 © ~ -measurable_ set of positive _(µ x v)-measure. We 
now do not assume that F E g . Smee we are interested only m measures that are 
absolutely continuous with respect to µ x v, the set F should be considered not to 
within subsets of the class ~. but to within subsets of zero (µ x v)-measure. 

In the above example of a subset Q of the unit square on which there is no 
doubly stochastic measure that is absolutely continuous with respect to two-dimen­
sional Lebesgue measure, the unique doubly stochastic measure on this set is the one 
concentrated on the diagonal {(x, y): x = Y} of the square. In other words, the 
"greater" part of Q turns out to be useless in the problem of constructing a doubly 
stochastic density: for ariy doubly stochastic measure m on Q we have 

m(Q""{( x, y) :x= y})=O. 

Of course, in such a model situation the phrase "for any doubly stochastic measure" 
means a unique such measure; but, nevertheless, this example emphasizes the expediency 
of passing from the consideration of the whole set F to the consideration of its mini­
mization miµ, 11F. 

If we are interested only in doubly stochastic densities on a set F E g, then we 
can show that on such a set there exists a doubly stochastic density if arid only if the 
conditional measures of the set miµ F on the elements of the coordinate decomposi· ,v 
tions are almost all positive. However, we can establish a criterion for the existence of 
a doubly stochastic density on a subset F E ~ © 5B without assuming that it belongs 
to the class 3. For an arbitrary set F it cari happen that the set 

P = (X X Y) "'su p (A X B: (p. X v) ((A X B) nF) = 0) 

of the class 3 is larger thari F by a subset of positive (µ x v)-measure; therefore, tbe 
collection of doubly stochastic measures on F and on its "closure" F can be different, 
As an example we can take (X, µ) = (Y, v) = ((0, 1], /) and F = {(x, y): x +YET}. 
where I is Lebesgue measure and T is a subset of the real line whose complement has 
positive measure and whose intersection with any segment has positive measure (it is 
known (22] that if IA > 0 and IB > 0, then A + B contains a segment and intersects 
F in a set of positive measure). Therefore' it is not always possible to choose in the 
class of sets that are (µ x v)-equivalent to a given one a set in the class B · 

Nevertheless, we consider another form of "minimization" of a subset F, one 
that is determined to within a subset of (µ x ") " -measure zero. _ is 

D EF INITION J l. The strong minimization of a set FE ( il ® fl)/(µ x v) 
defined to be the set 

mi;,,F = F ""s up {A X B: (p.X v) ((X "' A) X (Y "' B))nF=O}, 

where the sup is taken in the sense of the lattice order on ( ~ ® 13)/(µ x v). in8 ·• 
Unlike mi th · h follow J· ~ µ,v• e operation mii.v is not idempotent, as shown by t e . ,, . 
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le (see Figure 8) . In the example mi• F =I=-¢ (mod(µ x v)), while mi•(mi•F) 
exarnP be shown that (mi•)J = (mi•)2 . 

¢ It can 
"" · --"""~""~~~ Obviously, the satisfaction of the conditions 

of Theorem 9 for the set mi•F is necessary for the 
existence on it of a doubly stochastic measure. The 
necessity of the positivity of ahnost all conditional 
measures of the set mi•F on the elements of the 

y coordinate decompositions is just as obvious . We 

X 

FIGURE 8 

prove that the satisfaction of these two conditions 
' the second of which is equivalent to the condition 

is also sufficient for the existence on F of a doubly 
stochastic density. In particular, to solve the prob-

lem of the existence of a doubly stochastic measure that is absolutely continuous with 
respect to some measure m that, in turn, is absolutely continuous with respect to the 
measureµ x v, it suffices to solve the problem of the existence of some (not neces­
sarily doubly stochastic) probability measure m 1 that is absolutely continuous with re­
spect to the measure m, satisfies the condition 

AE-21, B Ec.B, p.A + vB = 1, mi(A X B) =0 ⇒ m1 ((X "' A) X (Y "" B)) =0 

and is such that its marginal distributions are equivalent to the measures µ and v. (In­
deed, the subset on which its Radon-Nikodym derivative with respect to µ x v is posi­
tive is in this case contained in the set mi•F .) 

We precede the proof of this theorem by some auxiliary results. 

PROPOSITION 72. Let (m,k) (i, k = 1, 2) be a 2 x 2 matrix such that m;k ~ 0, 
let b, and ak, i, k = 1, 2, be nonnegative numbers such that a1 + a2 = 1, b1 + b2 
== 1, and let O ~ s ~ 1. There exist numbers m~~) for which 

if and only if 

0 ¾ mW < m,k, i, k= 1, 2, 
m(B) + mC• ) -sa " ~11 21 - 1, 

me•> + m<•> - sa 12 22 - 2• 
m<•> + m<•> - sb 11 12 - ., 

m C•) + m C•l - sb2 21 22 - ' 

m11 +m2t "> sa 1, 

m12 + m22 "> sa2, 
m11 + m12 "> sb1, 

m21 + m12 ~ sb2, 

m,k > s(b, + ak - 1), l, k = 1, 2. 

(62) 

(63) 

(64) 

(65) 

In th .. 2 2 bl " we have besides 0 er words, for the solvability of the stated x pro em ' the tr·· d"t' (65) of lVIally necessary conditions (64), the necessary and suffici ent con 1 ions , 
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I . 1 1 ps two are not completely trivial. w uc \ per \a 

PR OO F. For definiteness wi:. assume that a2 +bi ~ 1 and at + b2 ~ 1, so that 

1 .. d + b ~ J. It suffices to linut ourselves to the case s == 1 a + b ~ an a 2 1 , re-
11 • 

1
tl t i.x· (ni ) by (s- 1 m-k) for arbitrary s > 0. We show that the ine ,,~1 pacing 1e ma r ik ' . . . . u, 9"41-

ities (64) and (65) (for s = 1) distingwsh m the four-d1mens1onal space of all matrices 

( ) th t f all those matrices that majorize at least one "doubly stochastic" m1k e se o . . . ma-
t • · e a inatrix (m~l)) for which the equalities (63) hold. Fust we describe the nx, 1 • . , ,k 

set of all such doubly stochastic matrices. The conditions of double stochasticity (63) 
impose on the four elements mik three linearly independent constraints so that the 
subset of all doubly stochastic matrices is a one-dimensional and, clearly, convex sub­
set of the four-dimensional linear space of all matrices, i.e., a segment. The endpoints 
of this segment are the points (matrices) 

(the presence of zero elements means that these matrices are extreme points of the seg­
ment of doubly stochastic matrices). We are irtterested in the unbounded convex poly­
hedron consisting of all matrices majorizing some point of the segment RS. This poly­
hedron can be regarded as the convex hull of two cones: the cone of matrices major­
izing the matrix R and the cone of matrices majorizing S; or as the set of all points-in 
such a cone when its vertex is translated along the segment RS. Each face of such a 
polyhedron belongs to at least one of the following two types: I) the faces belonging 
to the cones with vertices at R and S; II) the faces that are swept out by the two-di­
mensional faces of the cone when it is moved along RS. The faces of type I are given 
by those inequalities determining the faces of the cones with vertices at R arid at S 
that are satisfied for all the points of both these cones. These are the following four 
inequalities: 

m11 > 0, 
m12> 0, 
m21;;?: a1 + b2 - 1 (> 0), 
m22 > a~ + h2 - 1 (> 0) 

(66) 

(since ai + b2 - 1 = al - (1 - b2) ~ a1' and a2 + b2 - 1 ~ a2)- Regarding the f~ces 
of type II, to obtain the corresponding inequalities we find all the faces of the infintte 
"prism" formed by the union of those points in the space of all matrices that majorize 
some matrix lying on RS . The linear inequalities distinguishing the faces of this prisJTl 
are clearly the inequalities distinguishing the faces of type II. 

The direction vector of RS is proportional to the matrix 

( 1 -1) 
Ll = - 1 1 . 

The linear functionals determining the faces of this prism must vanish on A. A. 
basis in the three-dimensional space of such functionals is formed by any three of the 

·• 
. -~ 
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functionals vanishing on 6 : 

/ i ((m; k)) -= m11 I- lll21, 
/2 ((mu,.)) -= m, '.!. I- IIL'l.21 

f.!1 ((m" ,.)) = mi I I- mi 'I.• 
IJ'i. ((moJ) -= m'l.l I- 111z2· 

145 

I . onnection if the inequalities (64) hold (for s = I), then we can make In t us c • 
. tities (64) pass into equalities by decreasing the numbers m 1k, and the all the IJleq ua . . . . 
I 

of them (not necessarily nonnegative) form a matnx lymg on RS. By new va ues lk 
token we have proved that the inequalities (64) describe all the faces of type the same . . . . . 

1 
Thus, to verify the eXIstence of a matnx lymg on RS and maJortzed by the matrix 

(
I· ) it suffices to verify the inequalities (66), i.e., (65) and (64). • 
Ill;,, . . .. 

REMARK . It 1s clearly possible to assume that some of the quantities m1k take 

the value + 00
• 

PROPOSITION 73. For some measure m on X x Y that is absolute ly continuous 
with respect to the measure µ x II and has bounded derivative dm/d(µ x 11) ~ K < oo 

suppose that, for any A E a and B E 18 , 

m(A X B) >p.A+vB - 1. (67) 

Then for any measurable functions a(x) and b(y) satisfying O ~ a(x) ~ I and O ~ b(y) 
,s;; I the following relation holds : 

~ a (x) b (y) dm > ~ a (x) dp. + i b (y) dv - 1 . (68) 
XXY 

PROOF . It is well known that the set of functions of the form XA (x), A E U, 
is dense in the set of all measurable functions a(x) satisfying the condition O ~ a(x) 
~ I, and, similarly, the set {x

8 (y), BE 18} is dense in the set {b(y): 0 ~ b(y) ~ 1}, 
111 the topologies a(l 00(X, µ), L(X, µ)) and a(l 00 (Y, v), L(Y, v)), respectively. As 
mentioned in the proof of Proposition 49, the convergence XA (x) -+ a(x) and 
Xe/Y) ~ b(y) implies the convergence " 

XAn (x) Xn11 (y) - a (x) b (y) 

in lhe topology a(L 00

(X x Y, m), L(X x Y, m)); therefore, 

m (An X Bn) = i XAnXBn (x, y) dm - ~ a (x) u (y) drn. 
Sin I x x r xxr ce, a so, 

(69) 

1-LAn= ~ XA
11 

(x) dp. - ~ a (x) dp., vBn - ~ b (y) dv, 
the required . x x 

R relation follows from (67) and (69). • 
rnea EMARK . We have actually proved that (68) holds if the restriction of the 

sure m to U ( . . . . b n the coin I n An x B ) satisfies the conditions of Proposition 72, ecause 0 

P ernent of thi " h t f m on thi s set the function a(x) b( y) is equal to zero, and the c arac er 0 

s COrnpl 
ement does not play any role. 
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HI. lNDEPE,, ' 

assertion that we shall use to get a strengthening of Th 
We now prove an eorern 6 

that is necessary for our purposes. 

Tio 
.. , 74 Let (m-k) (i, k = I, ... , n) be a square matrix Whose I 

PRoPOSI " · 1 e e-

tl·ve numbers or + oo, and let (µk) and (v;) be sets of nonne~at· 
ments are nonnega . . o· 1ve 

h } t "'µ = LV• = 1. For there to exist a matnx (m.k) for which 
numbers sue t 1a ~ k , , 

it is necessary and st,fficient that for the matrix (m;k), regarded as a nonnegative mea­

sure on the set X x Y of indices, each coarsened 2 x 2 problem for the marginal dis­

tributionsµ= (µk, k = I, ... , n), v = (v1, i = I, ... , n) is solvable, i.e., that the 

condition 

fn (A X B) ~ p.A + vB-1 (70) 

holds for any subsets A and B of the index sets X and Y. 

PROOF. If any coarsened 2 x 2 problem is solvable for the matrix (m;k), then, 

since there are only a finite number of such problems, we can replace those elements 

m;k that equal + 00 by sufficiently large positive numbers, thereby reducing the proof 

of Proposition 74 to the proof of the analogous assertion for a matrix (m;k) that can 

be regarded as a finite nonnegative measure on the set of indices Xx Y. Normalization 

reduces the proof to an application of Theorem 9. • 

We state and prove an interesting generalization of Theorem 6. 

PROPOSITION 75. Let m be an arbitrary nonnegative a-finite measure defined on 

the a-algebra 'U © ~ of the space X x Y, and µ and v probability measures on the 

spaces (X, IT) and (Y, IB). For there to exist a probability measure m that is absolutely 

continuous with respect to m and has density dm/dm not exceeding I and whose 

marginal distributions are µ and v, it is sufficient (and, clearly, necessary) that anY 

coarsened 2 x 2 problem is solvable, i.e., that for any subsets A E 'U and B E i3 the 

condition (70) holds. 

~ PROOF. The set of locally finite measures having bounded densities with ~especl 

to m can be naturally identified with the space L ... (X x y m) whose unit ball is 
weak! ( ' ' · 

Y compact in the dual space topology). If any coarsened 2 x 2 proble1n is 
solvable then b p ·r We now 
fi ' ' Y ropoSi ion 74, any coarsened n x n problem is solvable. < 
ix refining sequences of finite decompositions of the spaces X and y such that E1 ) 

~2 < • · · - ~ and < < • · s (f • 1111 

th . T/ 1 112 • • • - T/, For each pair of decomposttton II d J 
ere IS a probability mea ~ t excee 

and h . . sure mn whose density with respect to m does no , f t we 
w ose marginal d1stribut' d t X o '" 

have X' - . . ions µ,, an v n are such that for any elemen of tl!e 
lln - µX, and, similarly for any y' E ' h y' _. 11 y Because 

weak • T/11 we ave v,, - · uefl~ 
compactness of the unit ball of L oo(X y ~) that the seq 

m x , m we can assume .,ect 
,, converges to a limit . . •th resr-

to m w'th d . measure m, which IS also absolutely continuous Wl Att'f ~1 
1 ens1ty not ex d' for ii'' 

cee mg 1. By the definition of weak convergence, 

/~ .. ~ 
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11 _. k we have 
t and nnY ,,, u 

" . (;( ' X l ) m(X ' ' 
TIIH 

Y), m,, (X' X Y) = 1.1"X' = p.X' , 

_ X' and similarly for v, from which it follows that µ and v are the (X' Y) - µ , 
1.0., 111 . lb tions of this measure m. • , I dtstr 11 
11irs1118 d to the proof of the assertion on the existence of doubly stochastic We proccc 

densities. 
TttEOREM 10. Let (X, a,µ) and (Y, 'B, v) be two separable probability mea-

re spaces, alld Jet F C X >< Y be an ('U © _'B )/(µ >< v )-meas~rable su~set. For there 
SIi . Fa probability measure m that is absolutely continuous with respect to ro e.i:,st o11 . . . - 1 - I . d r0 , which the doubly stochastic conditwn µ = mrr x , v = mrr y holds, it µ X II OIi J' •• 

Ssar), 011d sufficient that almost all conditional measures of the subset is 11ece 

mi* F=F"-._sup{AXB:AE~l/p., BECJ3/v, 1.1A+ vB= 1, I'-•. 
(p. Xv) (Fn(( X"" A) X (Y "-._B))) = O} 

011 elements of the coordinate decompositions are positive. 

We remarked above that this condition is equivalent to the condition 

(71) 

PROO F. The necessity was discussed above and is completely clear. For a proof 
of the sufficiency we use Proposition 74 and construct on F a nonnegative a-finite 
measure m that is absolutely continuous with respect to µ x v and such that , for any 
measurable decompositions f and 1/ of (X, µ) and (Y , v) into two subsets each, there 
exists a 2 x 2 matrix (m;k) (i, k = 1, 2) majorized by the 2 x 2 matrix (;;;;k) of 
marginal measures of the space (X x Y, ;;; ) under the decomposition f 71 and such that 
lhe marginal distributions for the matrix (m;k), regarded as a measure on a four-point 
space, coincide with the corresponding marginal measures of the spaces (X, µ) and 
(Y, v) 0~ the elements off and ~- In other words, we construct a nonnegative a-finite 
~asure m that is absolutely continuous with respect to µ x v, is such that 
m((X_ x Y)\F) = 0, and for which each coarsened 2 x 2 problem associated with the 
marginal diStributions µ and v is solvable. Moreover, as shown by Proposition 72 , it ~ffices to co ~ . nstruct a measure m on F that is absolutely continuous with respect to µ x v and h 

sue that for any A E ~ and B E 'B 

fii (A X B) > 1.1A + vB - 1. 
By assumptio . • ( ) are n, nu F * ¢ , and the marginal distributions of the measure µ x v mi• F mutually ab 1 l . . so ute Y contmuous with respect to µ and v, 1.e., 

(72) 

P-:--x 1 ~ u (x} def d [(fJ-X 'l)011*Fit1 l >O µ-ahnost everywhere, p. 'l)llli*F 7 dp. 
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def d f (p,X v)m 1•F'ltr 1l 
1 ;;>v (y) == d v > 0 v-almost everywhere . 

(p,X v)mi*F 

The measure m of interest to us is obtained as a sum of measures : m == m + 
;:;:;2 + m3, where dm1/d(µ X !) depends only on X on the set mi"'F, dm2/d(µ. X 1,1; de. 

pend s only on y on mi*F, dm 3/d(µ x v) = const , and all three of these measures . ~ ~ ~ vanish 
outside mi*F. Moreover , each of the measures m 1 , m2 a~ m 3 , and consequently 
their sum, is a-finite . The inequality (72) is satisfied for m 1 if µA ~ ½, for m

2 
if µB 

~½ , and for m3 if µA>½ and µB > ½. 
We prove the existence of a measure m 1 with the required properties, i.e., such 

that m
1 
(A x B) > µA + vB - l for µA ~ ½. For brevity we write 

t = t (A, B) = p.A + vB - 1. 

Let X = X
1 

u X2 U • • • be a decomposition of X into pairwise disjoint subsets such 
that 

The density dm.Jd(µ X v)mi*F on each of the sets mi*F n (Xk X Y) is equal to a 
constant pk , and these constants are determined successively. 

Let / 1 > 12 > • • • > 1 be a decreasing numerical sequence . We first determine 
the constant p 1 • This constant is chosen so that for µA ~ ½ we have 

mf1) (A X B) > l1 (p.A + vB -1), 

where mp) is the measure defined by 

d,np> -{ Pi for those (x, y) E mi* F for which x E X1, 

d (p.Xv )mi*F +oo for those (x, y) E mi* F for which XE xl' 
We show that the required number p 1 exists. Let 

n (t, a)= inf {(p. X v)m1•F (AX B): p.A + vB -1 = t, ~ > p.A > a> O}. (73) 

We can assume that for each o: > 0 

inf {t: n (t, a)> O} < O. (74) 

Indeed, on the space (X x Y, (µ x v)m 1• F) consider the decomposition ~ A. f'/• If 
~ /\ '11 = v (the trivial decomposition), then there do not exist subsets A E U and BE 
\fl such that 

(p.X v)m1•u(A X B)=O and (p. X v)mt•F((X"-. A) X (Y"- B))=O 

simultaneously; but, as remarked , if mi"'F =I=¢, then these conditions imply that µA + · · 
vB = l. Therefore, the condition t I\ 11 = v for(µ x v)mi•F ts equivalent to the 
condition 

if p.A+vB=1, then (p,X v)mt*F(A X B)>O , 
,I! . 

For each a> 0 we have here the condition (74), since, otherwise, we get from Proposi~~ · 



Scanned by CamScanner

§ l I. PROBABILITY MEASUR ES ON DIRECT PRODUCTS 
149 

if inf {t: n(t, a 0 ) > 0} = 0 for some a 0 > 0 , then 49 that 
(p. X v)nii*F (A0 X B0) = 0 

. A E £I and BO E ~ for which ½ ~ µA O ~ a0 and µA + 11 B = 1 . d for certain o . . . o o , an 
ntradicts the condition ~ /\ 1/ = v. But if ~ /\ 1/ -=I= v' then, by the remark afte this co . . r .0.00 50 the absolute contmmty of (µ x v)m 1• F with respect to µ x II i·m li PropoSI ' . p es that the decomposition ~ /\ f'/ 1s not more than countable, and it is possible as the set 

. nsider separately the intersection of mi*F with each element of t /\ 
11 

rru•F to co s . 
In Figure 9 the measures µ and v are Lebesgue 
measures on the sides of the square, the set F 
has the thick contour, the set mi*F is shaded, ~ 
and fl, as always, are the decompositions of the 
square into vertical and horizontal segments, and 
the decomposition ~ /\ 1/ of (X x Y, (µ x v)mi*F) 
consists (mod 0) of the sets X 

1 
x Y l' X 

2 
x 

Y 2 , . . . , and µX 1 = v Y 1 , µX 2 = v Y 2 , etc. 
On each of the subspaces X 1 x Y l' X2 x 

Y2 , etc., of (X x Y, (µ x v)mi*F) the condition 
(74) holds for each a> 0. It is clear that the 

FIGURE 9 minimization of F n (Xk x Yk) coincides with 
the set (mi*F) n (Xk x Yk); therefore, it suffices 

to prove the theorem under the assumption that ~ /\ 1/ = v on (X x Y, (µ x v)mi*F), 
i.e., under the assumption that (74) holds. As a consequence of (74), we have for 
½~µA ~a> 0 and for µA + vB ;;;i, 1 the condition 

(p. X v)mi*F(A X B) > n (p.A + vB -1, a.)> n (0, a.)> 0. (75) 

On the other hand, if µA ~ a and µA + vB - 1 ;;;i, 0, then vB ;;;i, 1 - a. If 

mp> (A X B) < co , 

then automatically 

((An(X "' X 1)) X B)nmi* F= 0 , 

from which it follows that 

and, consequently, 

p.(AnX 1) =p,A-p. (An( X X1)) > p,A + vB - 1 · 
We get for µA ~ a that 

(11 X v)mi*F (A X B) > (p, X v)mi*F ((An X1) X B) 

> (vB + U1 - 1) f-1, (An X1) [(p. X v)mi*Fr
1 

> (u1 - a.) [(p, X v)mt•Fr 1 (p.A + vB - 1), 

(76) 
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(75)and(76)thatifO<a<u 1 andifp 1 >/(u _) 
It follows from 1 1 Q and 

P1 > 11/11(0, a), then 

rn1 (A X B) > l1 (p.A + vB -1) 

fort = µA + vB - I > 0. ~ k ~(k) 

d fi e the measure m<1 > inductively. Let m 1 be such that 
We now em 

dm<k> 
l -p 

d (p. X v) mi" P - • 

on the set (mi*F) n (X; x Y) for i =::= 1, ... , k, and 

dmc1rJ + ----''--= CX) 

d (/l X v)mi* F 

on the remaining part of mi*F, and suppose that 

m\k) (A X B) > lk (p.A + vB -1) 

for any A E if and B E B. We prove that there exists a constant pk+ 1 for which the 

measure m~k+ l), that differs from m~k) only in the fact that on the set Xk+1 X Y 

we have 

dm\•hll 
d (•J. v v) = Pk+l < +00

, 
• , , mt• F 

satisfies for any A E U and B E ~ the inequality 

mf k+l) (A X B) > lk+l (p.A + vB - 1 ). 

Suppose, on the contrary, that for any pk+ 
1 

there are sets A E tr and B E j3 such 

that the opposite inequality holds. Then let p(n) ~ + oo let 'm(k+ 1,n) be a measure 
dif'° · ~(k) k+l n ' l 

1enng from m 1 only in the fact that on X x y we have 
k+l 

dm<k+J, nJ 
I - (11) 

d (/! X v)mi•F -P1c+1, 

and let An E U and Bn E 18 be such that µA ~½and 
n 

,n~k+J, ") (A,, X B,,) < lk+l (p.An + vBn -1) (n = 1, . , . ). 
(77) 

We use the notation 

k 

A;,= .u (A" n x .), A" = A n x 
•=I 1 

11 11 k+l' 

co 

A"- (A 
11- u ,.nx.). 

i=k+2 

j 

We first assume that for some a> 0 and 
d any n we have µA ;;;,. a. The sets {X,4,, 

(x)} . 

an {xB/Y)} are weakly compact. Let n 

a(x)===li_mxA,,. (x) and b(y)=limxe (y), 

' ' ' "• 
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nee us u11uul, being undcutood in the sense of the topology o(L 00 1) A_ I c converge ' , J • ,,u 11 f 111 Remark 2 after Proposition 49, this implies the convergence follows ro 

'X. 11 (:r, fl) = XA {x) Xn (tJ) a (x) b (y) A,, 1X 111 111 "I I 

Ppropriute weak topology- in In Rll 0 

o (Lr»(X X Y, (p. X v)1111.,), l (X X Y, (p . .>< v)
1111

.;.)) 

(or cxnrnple; therefore, for each m 

1n\ 'N l,J11) (A11, X B11,) ~ ll (x) b (y) d,n\k +J,m ), 

XX Y 

but for n
1 ;;> m It follows from (77) that 

ffi\k+I, m) (A,,, X B,,,) = l k+ l (p.A11, + vB,,, - 1) 

and, moreover, 

p.A,,, - ~ a (x) dp., vB "• -- ~ b (y) dv, 
X y 

from which we get 

~ a ( x) b (y) dm l k + I, m > < ~ a ( x) dp. + ~ b (y) d v - 1, m = 1 , 2, ... , 
xxr x r 

whence 

~ a(x)b (y) dm\kl < lk➔ t (~a (x) dp. + ~ b (y) dv-1). (78) 
XXY X Y 

But, by Proposition 72 and the remark after it, for the same functions 

a(x)=limxA (x), b(y)=Iirnx 8 (y) 
1 II i j II f 

we have 

~ a (x) b (y) dtr,y> ~ lk ( ~ a (x) dp. + ~ b (y) dv - 1). 
xx r x r 

(79) 

Comparison of (78) and (79) shows the impossibility of our assumption that (77) holds 
a
nd 

~An ;;>a> 0. Suppose, on the other hand, that (77) holds and µAn -+ O. For breVlty we write 

IJ.A' - I A" " A " .. B b ,,- an, tJ. n= an, fJ.ll 11= ll,,, V ,,= 11, 

We can limit h t - µA + ourselves to a consideration only of the nontrivial case w en - n IJ8 -1 >o ~(k+ I n)(A B) " , so that bn ----+ 1. Also, it suffices to assume that m 1 ' n x n < oo i e (A'" . . ' · ·, n x Bn) n mi*F = ¢. The following relations are obvtous. 
' ,n(k .H, 11) " 1 (An X B) = fft(k +l , n) (A' X B ) + ffi(k+ I, 11> (A X B ) n 1 11 11 J n 11 

= fftik) ((A~ u A:) X Bn) + m\k➔·l, 71
) ((A: u A:) X B,,) 

~ lk (a;,+ a:+ b,, - 1) + PW1 (uk+t + b,. - 1) a:. 
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Ill. 

For sufficiently large n we have 

P/11) > l k >0 
k + I u 1.-.. t + b,, - J 

and consequently 

mlk➔ J , 11)(A,, X B,,)> lk(a~+ a;,+ a:+u11-1) > l!(+d11-A,,+- ,B,,- 1) 

contrary to (7?). This contradiction proves the existence of a number pk+ 
1 

With the 

required properties. ~ . 
We now show that the measure m 1 constructed, which has density equal to the 

number pk with respect to the measure(µ x v)mi•F on the set (mi*F) n (Xk x Y) 
(k = 1, ... ), is indeed the required one, i.e. , a a-finite measure for which (72) holds 

for any A E U and B E 58, provided that µA ~ ½. In fact, the a-finiteness of m
1 

is 
clear from the construction (we remark that the a-finiteness of the projection of this 

measure onto Y is not guaranteed). Let A E U, BE SB, and µA ~ ½. Then 

m1 (A x B) = lim m1 (A;, X B) = lirn rn{11l (A~ X B) > Jim l,, (p.A: + ,,B-1). 

It suffices to limit ourselves to the nontrivial case when µA + vB - 1 ;;.►- 0. Under this 

assumption we get, finally, 

(80) 

In a completely analogous way we construct a locally finite measure ;;:,2 such that for 
any A E ij and BE SB, vB ~½,we have 

(81) 

But if µA>½ and vB >½,then(µ x v)mi•F(A x B) ;;.►- n(O, ½) > O; therefore,ifwe 

set ;;:,3 = (n(O, ½))- 1(µ x v)mi•F, it turns out that for µA, vB > ½ 

(82) 

Finally, (80)-(82) prove (72), from which, by Proposition 74, the theorem follows, • 

REMARK 1. An assertion analogous to that of the above theorem is apparently 
true not only for the type of the product measure µ x v, but also for an arbitrarY type; 
one should just replace the condition of nonemptiness of the minimization of the set 

modulo µ x v by the condition of nonemptiness with respect to the corresponding type· 
Howeve_r' in the following we need the theorem only in the given formulation. ~e 
emphasize that the principal difficulty that had to be overcome in the proof Jay lJl the 
noncompactness of the set of doubly stochastic measures subordinate to a given type·. 
. REMARK 2. By the same method it is possible to get the following slight extell 

s
ion of the theorem . Let Ox and O y be measurable decompositions of the spaces 

(X, µ) and (Y, v) such that the spaces X/0 x and Y/0 are isomorphic, and let the set 
F be c ta· d · h · y 8 wat on me 10 t e uruon of the direct products of the elements of Ox and Y 

correspond under this isomorphism. For there to exist on F a doubly stochaStic Jllea· 
sure m having the property that under the decomposition of (X x Y, m) into the 
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f 
rresponding clements of 0 x und O y (I.e., 11t1dor th d '1Jli1p0Hltlo11 

ducts o co . . 
pro _,0 ) its conditional meusurcs on the clenients of this d co111po11lllo11 ur 
- 10 /\1Ty Y 

11x X tinuous with respect to the products of tho co11dlt lo11ul 111 u1wr 11 1111 th 
tutely con 

abso d' elements of 0 x and 0 y, it Is necessary und sufflclo11t thut th cu11tlltlo1111 
rrespon mg 

co 10 hold on each typical element. 
of Theorem 

§ J 2. Marginal sufficiency of stath1tics 

We consider a problem connected with the concept of sufflclcncy, whJch 111 1111• 

t mathematical statistics. Suppose that we are given a family of' probublllty 
p<>rtant o 

{p 0 Ee} on a space with distinguished a-algebra (X, U ). We ussun1e thul 
measures e' 
all the measures in this family are absolutely continuous with respect to 1101110 probubH· 

it measure P. Let y = f(x) be a measurable function (a statistic) def1ned on the 

;ce (X, i(). The statistic f is said to be sufficient for the family P0 if for uny subset 

A E ~ the conditional probability P8 (A If (x)) does not depend on the value of the 

parameter 0. When (X, ij , P) is a Lebesgue space and it is possible to speak of the 

conditional measures on the elements of the measurable decomposition ~I generated by 

the statistic y = f(x) , the sufficiency of the statistic means that these conditional mcu• 

sures on almost all elements of the decomposition ~/ do not depend on O. The words 

"almost all" are understood in the sense of the canonical measure on the set of ele­

ments of~,, i.e., the measure on the quotient space (X, U, P)/~1. As is clear from the 

definition, the property of sufficiency is, in essence, a property of the measurable de­

composition generated by the statistic; therefore one frequently speaks of sufficient de­

compositions, and not of sufficient statistics, or, formally more general, of sufficient 
a-algebras. 

Suppose that, besides the statistic y = f(x) on (X, er), we are given the statistics 

Y1 = f1(x), • . . , Yn = fn(x). A generalization of the concept of sufficiency is the 

following property of the statistic f: the conditional distributions of each of the 
statistics / 1, ••. , fn for a fixed value of f(x) do not depend on the parameter O E 0. 

It is clear that if y = f(x) is a sufficient statistic for the family {P8 , 0 E e}, then the 
00nditional distribution of any other statistic g(x) a fortiori does not depend on O 0. 

On the other hand, if the decomposition generated by a statistic g(x) is coarser than 
th

e ~ecomposition generated by f(x), then from the fact that the conditional (for the 
00ndi

tion f (x)) distribution of g does not depend on the parameter it docs not follow 
that the st f · • . " 11 f 

a istic f(x) 1s sufficient. The sufficiency of f(x) also does not ,o · ow rom 
the assum r 
f Pion that the conditional distributions of each of a number of stutiStlcs 

i(x), · · · 'fn(x) do not depend on the parameter even if it is assumed thut the Prod · 
uct of th d ' P) l 

. e ecompositions ~, V • • • V ~ is the decomposition e of (X, YI, · nto 
l>Omts Th . 1 In 

· e simplest example is the following: 

X = {.x., x~, Xa, x4 }; 

f 1 (x1) = l1 (xa) = J~ (.r 1) = f 'J (x11) = 0; 

f 1 (x:.i) = /1 (x,) = /2 (x,1) = /'2 (.1:,) = 1; 

f (x1) = f (x~) = / (x:1) = / (x,) = O; 

Pe{x1}=P 8 {x,}= 0, P 8 {x.}= Po{x3} = ~ - 0, t1=[0, ~]. 
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W) X _ Rn and f (x), ... , fn(x) are the coordinate functions (i' ~ 
1en - , 1 .e., f ( ) 

_ ( x ) E Rn), a statistic f is said to be marginally sufficie t . lex ::: · 
x x - x 1 , • • · , n n 1f th 
C:t:onaJ distributions of f1 , ... , !,, for the condition f (x) do not depend on 8 e Con • . 

ln t . t · f course the most frequently encountered case is that in whi h Ee. 
sta 1s 1cs, o , c the d' 

'b t' p (cor each value of 0) is a product of n measures (an indcpcnde t JS. 
tn u 10n O 1

1 
• • • • n sample) 

A b of years ago the Indian statistician V. S. Huzurbazar stated the co . · 
num er . . . Iljecture 

that in the case of a repeated sample the margmal suffie1ency of a statistic implies ita 

fficiency In a I 968 preprint J . K. Ghosh (36] announced a proof of this co . 
su · . . . llJecture; 
however, the present author and his coll~agues (specialists m mathematical statistics) 

have encountered difficulties in reproducmg the complete proof from Ghosh's outlin e. 
Below, the proof of a somewhat more general assertion is presented. 

When all the probability measures of the family {P8 , 0 E 8} are absolutely con­

tinuous with respect to some fixed probability measure, the sufficiency of a statistic 

for any pair of distributions (P0 , P0 ) in the family {P0 , 0 E 8} implies, as is well 
1 2 

known (see, for example, (7]), its sufficiency with respect to the whole family. There-

fore, we limit ourselves to the case when the set 8 consists of two elements. 

THEOREM 11. Let P and Q be two mutually absolutely continuous Borel proba­

bility measures in Rn that correspond to an independent sample . . Let the statistic y = 

f(x 1, ... , xn) be marginally sufficient, i.e., for almost all (with respect to the dis­

tribution off) values of y the conditions (Cy, Py)l~k = (Cy, Qy)l~k (k = 1, . .. , n) 

hold, where the ~k are the coordinate decompositions, and PY and QY are the condi· 

tional probability measures on the element CY C Rn of the decomposition ~t· Then! 

is a sufficient statistic for the pair of distributions P and Q. 
In the case n = 2, and only in this case, the independence of the sample can be 

replaced by the requirement that dQ/dP = q 
1 
(x 

1 
)q 

2 
(x 

2
). 

For arbitrary n the assumption of independence of the sample can be replaced by 

the assumption that for almost every (with respect to the distribution off) number Y 

there exist functions P[(x 1), • •• , p:(xn) and numbers by and BY such that 

We first prove two auxiliary statements. 

PROPOSITION 76. Let P and Q be two mutually absolutely continuous probabilitY 

measures on the space (n, ij ) and ~ a measurable decomposition for which there 

exiSt syStems {Pc} and {Qc} of conditional probability measures (C is an element of 

H ff dQ/dP = q( w ), then on almost every element C E ~ the measures Pc and Qc 

are mutually absolutely continuous, ... and dQc/dPc = k(C)q(w) (w EC; k(C) is the 

value on the element C of the density d(P/0/d(Q/O). 

PROO F. For the proof it suffices to verify that the system of measures Qc on 

the elements of ~ having densities with respect to the measures pc equal to 

dQo _ d (P !e) dQ 

dPc; -d(Q /!;) d P 
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__ 11 • the system of conditional measures for the measure Q unde th d . 
IW'y 1s r e ecomposition 
f We obtain 

r r d ( P t~i dQ r d 
J d (Q/E) j d (Q/~) dP dP c = J d (P/~) ) d ~ dP o 

12/€ .A('\C !.?,€ A ('\C 

= ~ d (Pf~) ~ q (o)) dPc = ~ q (w) dP =) dQ = Q (A). e 
2;€ .A('\C A A 

PROPOSITION 77. Let U and V be finite nonnegative Borel measures in R" such 

that for some l ~ 0 the following conditions hold : 

1) U{x=(xi, .. . , xn)ER":~xk < Z}=O; 

2) V {x = (x1, ••. , xn) ER": ~xk > l} = 0; 

3) (R", U)/~k = (R", V)/;k, k = 1, .. . , n; 

co 

-co 

Then UF V= 0. 

When n = 2 the conclusion remains true even without the last condition; when 

n > 2 the assumption of the existence of the first abso lute moments cannot be omitted . 

PROOF. We assume that U -=I= 0 and V -=I= 0. By the equality of the marginal 

distributions, the first absolute moments exist also for the measure V. For the same 

reason the point b = (m1, ... 'mn), where mk = 1u1- 1r.:ooo xkdU, k = 1, ... 'n, 

is the barycenter both of U and of V. From 1) and 2) it follows that the barycenters 

of U and V are located on essentially different sides of the hyperplane defined by the 

equation LXk = I. This contradiction proves the first part of the assertion. 

When n = 2, for any nonnegative Borel measures U and V satisfying 1) and 2) 

we can select a function f(x) such that the transformation F of R2 carrying (x, Y) 

into U(x), l - f(l - y)), and consequently carrying each of the half-spaces defined by 
the inequalities x + y > I and x + y < I into itself, transforms U and V into measures 

UF- I and V F - 1 having first moments . Since the coordinate decompositions are in­

variant with respect to the transformation F, the equality of the marginal diStributions 

is preserved for the transformed measures, i.e., all the conditions 1)-4) hold; therefore 
the measures UF- 1 and V F - 1 , and with them U and V, must be zero· 

Finally, we show that for n > 2 the conditions 1)- 3) do not guarantee that U = 
V == O In RJ U d v concentrated on 

· we construct two finite positive measures an . 
differ t ·d . + + x = 0 and haV11lg 

en st es of the hyperplane defined by the equation x 1 X 2 3 al 
the sa . 1 · measure ( of tot 

me margmal distributions. We take U to be a pure Y atonuc 
llla~¾)co + - I · ncentrated on the hyperplane x 1 + x 2 x J - · . {l 1 _ 1) 

thr · h · t with coordtnates ' ' ' ee point masses of magnitude 1 /8 at t e pom s 
(I, - l 1) ( 1 1 1) 

' ' - ' ' ; · ts with coordinates ( - l, - l, 3), 
three point masses of magnitude 1 / 16 at the pom 

(- I, 3, - 1), (3, - 1, - 1); ... ; 
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hr
. int masses of magnitude 2 - (k + 2

) at the points with coordinates (21c _ 
1 

t ee pou, k l ( k J , 1 - 2k - l 1 - 2k - l),(l - 21c- 1 ,21c-1, I - 2 - ), 1 - 2 - , 1 - 21c- 1, 21c - 1) ' 
' for k = 2, 3, · · · · 

1 As the measure v we take the image Uip- of U under the mapping ip: R 3 ~ R3 ·"' ) = ( - x - x , - x 3 ) . It is not hard to see that the marginal distributio or' 'f'\x l' x2 , x 3 1, 2 . ns u and v coincide and are constructed in the followmg way: masses¼ at the points _ 1 and +1, and masses 2-(1c+ 2 ) at the points 1 - 2k and 2k -1, k = 2, 3, .... • 
PRooF OF THEOREM 11. We first consider the simpler case when the one-dimen­

sional distributions µk and vk, k = l, ... , n, whose products are the respective measures 
P and Qare such that dvk/dµk <:.Band dµk/dvk <:.B. Let the mapping'{): Rn-+ R" 
carry (x

1
, ••• ,xn) into (ln q 1(x 1), :. ... :., 1n qn(xn)t where qk = dvk/dµk. The mapping 'P carries P and Q into the measuresP = P'{)- 1 and Q = Q'{)-1 , while Pc and QC pass into 

measures Pc= P c'P- 1 and Qc = Qc'P- •, and dQcfdPc = k(C)exp L1 xk, where k(C)= 
d(P/~)/d(Q/~) (Proposition 71 ). Indeed,'{) - t (x 1 , ••• , xn) consists of those points 
(x'.,: . . , x~ for which 1n qk(x~) == xk; consequently for them we have that 

dQc/dPc = k (C) q
1 

(x;) . .. q
11 

(x:) = k (C) eI lnqk(x,t) = k (C) e~xk, 

and under the mapping 'P, which is constant on the "level lines" of the density dQ/dP, 
the density of the images of the measures at some point is equal to the density of their 
preimages at any preimage of this point. 

We note that the two-sided boundedness of the one-dimensional densities assumed 
here implies the two-sided boundedness of the logarithms of these densities, i.e., of the 
coordinates of the images (all to within subsets of measure zero). In other words, the 
measures P and Q, and with them Pc and Qc, are concentrated in a bounded subset of 
Rn; hence they have first moments. 

Now let Qc -Pc= U - V, where U and Vare disjunct nonnegative measures. Ob· 
viously, U and V satisfy the conditions of Proposition 72. Indeed, 1) and 2) follow from 
the fact that 

dQc 
dP = k ((7) exp ~xk; 

C 

consequently, the signed measure Qc - Pc is nonnegative on the set where 

k(C)exp~xk>1, 

i.e., for :Exk > - ln k(C), and it is nonpositive for LXk <- ln k(C). 
Thus, under the conditions 1) and 2) we should set/= -ln k(C). 
The condition 3) means the marginal sufficiency, which is being assumed; and the 

condition 4) follows, as shown, from the assumption of boundedness of the one-dimen· 
sional densities. Consequently U = V = O, i.e. Pc= Qc, and the decomposition~ is in· 
deed sufficient for the pair of measures P and Q. 

In the case n = 2 Proposition 77 is true without the requirement of the existence 
of first moments ; therefore for n = 2 marginal sufficiency implies sufficiency , provided 
only that on each element CY of~ the density dQ c /dP c can be "factored", i.e., y y 

' '.,, 
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ted in the form P;(x I )p f (x2)- For arbitrary n our argument would not cl 
epresen . iango 
r ,·red only the two-sided boundedness of the functions p Y(x ) p Y( ) 
if We req u 1 1 , • • • , x , . n n 

. in the factonzat1on. 
appeanng 

We now return to the general case and prove that U and V nevertheless have first 

I t no men ts. Now, for the first time, we must make essential use of the fact 
abso u e t 

I distributions P and Q correspond to a repeated sample (up to this point w 
that t 1e . . . e 
have onlY used the weaker assumption of factonzahon of the conditional densities). 

First, let the statistic f be such that P(Cy
0

) > 0 for some y 0 . Obviously, 

dQ0 P (C) 
dP c = Q (C ) q1 (x1) ... q" (x). 

Further, lets= I:': xk and R = P(C)/Q(C). We get 

dQc 
- ~-=R exps, 
dPc 

whence 

and 

dU 

d/50 

d(Qc-Pc ) 
----=R exps-1 (for s > - lnR) 

dP0 

Pc (dx) = (R exp s-1r 1 U (dx). 

We now consider the decomposition of (Rn, U) into the hyperplanes 

and let {Us} be the family of conditional distributions (probability measures) on the 

hyperplanes {Hs} and o.(ds) the corresponding quotient measure on the set of such 

hyperplanes, i.e., on the set [ - ln R, oo) of values of the variable s, so that 

(X) (X) 

U = ~ U/1. (ds) and 
~ f U,(dx)a(ds) 

Pc= j Rexp s -1 • 
- lnR -lnR 

Obviously dPcfdP <. 1/P(C), and therefore 

r ~ r ~ 1 r dQ 1 - _!_ 
j exp xkdPc < j exp xkdP P (C) = J p (CJ - p (CJ 

Rn Rn R" 

(here we use the assumption of an independent sample), i.e., 

(X) 

f ex X f a (ds) U • (dxl ~ _J_ < co. 
J p k j R exp s - 1 ---:::: p (C) 

Rn - JnR 

Let ~ . u by averaging aJJ n! 
us now .consider the symmetrized measure V obtamed from 

images f u . . f ordinates of R" : 0 under all posSible permutations o co · 

tJ 1 ~ lj - 1 - - g , - I n . 
g EG u 
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h G . the group of permutations of the n coordinates. Obviously the w ere " 1s . . . . • ~rages ¼ of the conditional ' measures U8 coincide with the cond1tlonal measures for U. For 

fJ, just as for U, we have 
co \ f a( d s)lJ,( d:r ) _ f 

.l exp X 1 J R exp s _ 1 .l R exp s - 1 
R" - 1nR - inn 

a (ds) 
~ expx 10.(dx)<oo . 

Rn (83) 

We now show that ij
5 

has first absolute moments, and its barycenter is the point 
bs = (s, .. . , s). Indeed, from (83), in particular, it follows that 

~ exp x/J. (dx) < ro 
R" 

for ahnost all s (with respect to the measure cx(ds)), and consequently 

co co 

~ x 1U,(dx)<ro and ~ (x1 - s) tJ, (dx) < co 
.2:,=0 

(these are integrals.. over subsets of R" of the forms {x: 0 ~ x 1 < 00 } and {x: s ~ 
x 1 < 00 } ). But U can be represented as the limit of its restrictions to the balls of 
radius r -+ 00 and center at the point b s· Each such restriction ~r) is a symmetric (in­
variant with respect to the group G n) measure; therefore 

co , 

~ (x1 - s) Uir) (dx) = ~ I X1 - SI uir) (dx). 
• -co 

Passing to the limit with respect to r in this equation, we obtain 

co , 

~ (x1 - s) (j, (dx) = ~ I x1 - s I (j, (dx), 
• -co 

and this equality describes the barycenter of U . 
~ s 

We now show that the measure U itself has a left-sided absolute moment. In· 
deed, 

0 0 (X) 

O< ~ I X1 I a (dx) = ~ I X1 I i a (ds) lJ, (dx) 
Z1=-co z•=-oo -Inn 

co 0 co • - ~ a (ds) ~ I X1 I a 1 (dx) < ~ a (ds) ~ lx1 -sl 0,(dx) 
- Inn .:r:,=- <X> -lnR x,=-co 
co co <D t'O 

~ . a(ds) ~ (x1 -s )lJ.(dx) < ~ a(ds) i exp(x 1 -s)l7,(dx) 
- In II .:r:,=• - In/! .r,=• 
<D <D 

< r a (ds) r exp (xl - s) a (dx) ~ R r a (ds) r exp x/1, (dx) <.. cf) .l .l • ~ .l R exp s - 1 .l 
- lnR Rn - lnR R" 

(by (83)). 
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If the marginal distributions of Pc and Qc coincide, then the marginal distribu-
. of u and V coincide; therefore the existence of the left-sided first moments of u ~ -(which follows from the existence of the left-sided first x 1 -moment of U) and of the 

right-sided moment~ of_: implies the _e~tence_ of all first absolute moments and, con-
ntly the applicabihty of Proposition 77, 1.e., Pc = Qc in this case seque , · 
But if P(Cy) = 0 for almost all Y, then, as before, we get from Proposition 76 

that for almost every Y 
(D 

f a!/ (ds) Uy, 8 = j5 = p <D-1 
.\ R

11 
exp s - 1 !I Cy, , 

- ln Ry 

where Ry is the-value of the density of the distribution µ of the statistic f with respect 
to p relative to its distribution with respect to Q, at the point" y. Since 

and 

(D 

-(D 

~ expx,..P(dx)=1 (k=1, .. . , n), 
Rn 

for µ-almost all values of y we have 

~ exp xkP11 (dx) < oo 
·' Rn 

since 

(D co 

1 = ~ exp xk ~ P 
11 

(dx) p, (dy) = ~ p, (dy) ~ exp xkP !I (dx), 
Rn -ro -ro Rn 

frem which, in quite the same way as before, we derive the existence of left-sided 
moments for UY; consequently, by Proposition 77, we have proved that Pc = Qc, i.e., 
the required sufficiency of the statistic f. • 

The above example of two distributions in R 3 that are concentrated on different 
sides of the hyperplane given by the equation s = 0 and that have the same marginal 
distributions allows us to show that the condition 

dQc " 
dP = IT q,, (xk) 

C k=l 

does not guarantee the sufficiency of a marginally sufficient statistic f. For' if U and V 
are the measures in R3 with identical marginal distributions in the example on P· 155• 
llien we consider in R 3 the probability measures P and Q defined by 

Ii 1 4 e P ==.au+ b V, Q = aeU + b ..!... V' where a= :I. e + j ' b = 3. C + 1 • e 

h is easy to.see that 
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!!!I= exp x L • exp x2 · exp X :i dP 

. 1 distributions of P and Q coincide, i.e., the trivially insufficie t and the margma n statisr . . . 11 ual to a constant is marginally sufficient. 1c that 1s 1dent1ca Y eq 

§ 13_ Conditions for the existence of a one-to-one optimal plan 

in the problem of transport of mass in Minkowski spaces 

1. We now consider a well-known problem (see (138] and [78]) connected With 
the so-called Monge problem on optimal transport: the problem of the existence of a 
one-to-one optimal plan of transport. In 1781 Gaspard Monge [80] studied the prob. 
lem of the most rational transport of earth from an embankment into an excavation. 
The optimization problem arising in this way was formulated by Monge himself as 
follows: "Given two equivalent volumes, decompose them into infinitesimally small 
particles that correspond in such a way that the sum of the products of the paths 
traversed in carrying each pact to its correspondent by the volume of the part is a 
minimum" (quoted from [4], p . 1).* Monge obtained and stated, partly without proof, 
a number of important assertions about the character of an optimal plan of transport. 
In particular, he conjectured that for an optimal transport plan the directions of the 
displacements of the masses must form a vector field that is the gradient of some func­
tion U(x) (more precisely, Monge suggested that the paths of the transported particles 
form the family of normals to some family of surfaces). Monge's conjecture was rigor· 
ously proved in 1884 by Appell (regarding this, see [14]); Dupin studied the same 
problem even before Appell. 

In 1942 Kantorovic considered the problem on the most advantageous transport 
of masses given on an arbitrary compact metric space. Let (X, r) be a compact metric 
space, and µ and v two Borel probability measures on it. Kantorovit proved [47], 
[48] that there is a most advantageous plan for the transport of the measureµ into the 
measure v. This means that on the product X x X there exists a Borel probability 
measure m having µ and v as marginal distributions (each such doubly stochastic mea· 
sure is, by definition, a "plan of transport" of the measure µ into the measure v) and 
such that in the class of all doubly stochastic measures m minimizes the "work" of 
transport, i.e., the magnitude of the integral 

W (m) = ~ ~ ,. (.1:, y) dm. (84) 
x x x 

Kantorovic also proved that a necessary and sufficient condition for a doubly stochastic 
measur_e m o~ X x X to minimize (84) is the existence of a function U(x) (a so-called 
potential) satisfying the conditions 

• Editor 's note In Mo nge' 700) : Et t d ' . ' sown words the problem reads as follows (see ( 80) PP· 699 - ·•"' an onnes dans I espace dcux v I , , ' plusie"'· surface b d , • o umes cgaux entr eux' & termines chacune par une ou ' s cour es onnes; trouv er d· 1 , d , , haque molecule d . ans e secon volume le point ou doit etre transportee c ..set i~ u premier , pour que la so d d . r J'esl"" : parcouru soil un minimum! mme es pro u1ts des molecules multipliees chacune pa 
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·\) U (x) - U (y) < r( :r:, y) VxVyE X, i.e., U(x ) E Lip
1

1, (85) 

'.!) U (x) - U (y) = r (x , y) form-almost all (x , y ) EX x X. (86) 

The "Kantorovit-Rubin!tein metric" arising in connection with this problem (see 

IS] and (52)) found numero _us important applicat~ons. A very simple proof of Kantor­
ovic's theorem on the potential, based on the duality theorem of linear programming, 
can be found in the survey article [138] . 

The statement of Kantorovic's problem clearly differs from the statement of 

Mange's in that Kantorovic's class of transport plans in which an extremum is sought 

is substantially broader than the class of plans of transport that Monge had in view and 
that correspond to one-to-one transport ("infinitesimally small particles that corre­

spond"). Therefore, the problem of the existence of an optimal one-to-one plan in the 

Kantorovic sense, which is particularly nontrivial when the metric does not determine 

geodesics uniquely (for example, when X is a subset of a Banach space whose unit ball 
is not strictly convex), can be regarded as a bridge connecting the formulations of 
Monge and Kantorovic. ( 4) 

It is not hard to give an example showing that even when the measures µ and v 
are purely continuous and X C R 2 with the Euclidean norm there may not exist an 
optimal plan of transport for which the corresponding doubly stochastic measure m 

is the kernel of an isomorphism of the measure spaces (X, µ) and (Y, v) (to distinguish 
between the first and second copies of X we denote the space X, equipped with the 
measure v, by the letter Y, and a typical element of it by the letter y) . In other words, 
there may not exist an optimal one-to-one plan of transport, as is shown by the follow­
ing example. Let X = Y be the unit square in the plane R 2 , µ the one-dimensional 

Lebesgue measure on the segment x 
1 

= 1 /2, and v the measure concentrated on the 
segments x 1 = O and x 

1 
= 1 and proportional (with factor 1 /2) to the Lebesgue 

measures on these segments. It is not hard to see that the optimal plan of transport 
here is unique and consists of the doubly stochastic measure concentrated in X x y = 
{(x1,x2; Y1,y 2)} on the segments {(1/2 , t ; 0,t),tE [0, 1]} and {(1/2,t ; l,t), 
t E (0, 1] } . It is possible to modify this example somewhat and even obtain absolute 

continuity of v with respect to Lebesgue measure. 
· . f an independent 2. Using our earlier results on conditions for the existence O f 

co l d'f for the existence o mp ement of a pair of given decompositions and the con 1 ions 
a doubly stochastic density we can prove the existence of an optimal one-to-one 
Pla ' . . . al ormed (not necessar-

n when the compact set X is a subset of a firute-d1mension n d 
ily E li . ) d the measures µ an v uc dean) linear or affine space (a Minkowsk1 space , an 'bil ' f 
are b l ( on the poss1 ity o a so utely continuous with respect to Lebesgue measure . f he compact 
Weak · th con crete form O t enmg the last condition, see below) . Of course, e 1 . t µ and v have 
set X C'(R", II• II) is not significant : it is sufficient to assume onlY : rnthat the inte-
comp t . I in (84)) or even on Y ac support {for convergence of the mtegra . f the validity 
grals fllxlldµ and f llylldv converge (conditions that are also sufficient or 

of Kantorovi~'s theorem on the potential) . r the ex· 
--- The problem 0 

4 t this circumstance . • I 138 1) 
i., ( ) M. l. Rvacev called the author's att ention _vo se was posed by Versik (see . 

tence of one -to -one optimal plans in the Kantorov1c sen 
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c th I t X and y den o te two co pies o f a finite-dimen sionaJ normaA ll cncc1o r c 
'-\I SJ)ace and µ and 

II 
Borel probability measures that will serve as standards for the double ' 

stochasticity of a measure def med on the product X x y . A Borel deco mposition of 
I
. ff ' ace (i e a decomp osition into the " level set s" of a Borel maonin,, u mear or a me sp . . ' 

,-ru'l, into a finite-dim ensional space) is said to be locally affine if each element of this de-
composition is a connected open subset of its affine span . If µ is a Borel measure on X defin ed by a density with respect to Lebesgue measure , and 0 is a locally affine de­
composition , then the conditional measures on the elements of 0 are also absolutely 
continu ous with respect to the Lebesgue measure on the affine subspaces spanned by 
the corresponding elements of 0. 

PROPOSITION 78. Let X be a locally affine decomposition of the Lebesgue space 
(Q, m), where Q is a subset of a finite-dimensional affine space, and m is a measure 
proportional to the restriction of Lebesgue measure to Q. Then the conditional metz­
sures on the elements of A are absolutely continuous with respect to Lebesgue measure. 

PROO F. We can limit ourselves to the case when the elements of X are pairwise 
disjoint segments . Let Q C R" + 1 , and let m<k) denote k-dimensional Lebesgue mea­
sure . 

Without loss of generality we can assume that the elements of the " ruled" de­
composition A are segments whose endpoints lie on two parallel hyperplanes L0 and L 1 C R" + 1 , so that the set Q is located between them. The elements of X determine a correspondence betwen the points of the set M0 = L 0 n Q and those of M1 = L1 n Q. Let this mapping M0 -+ M 1 be denoted by T, let Lh be the hyperplane (1 - h)Lo + hL 1 , and let h denote on each element of A the relative distance of a point from Lo· 

Let m<n)M0 > 0 . We remark that if the mapping Tis differentiable at almost 
every point of M0 , then the tangent mapping T'(x) at almost every point x E M0 is a linear operator R" -+ R" without large negative eigenvalues of odd multiplicity, while 
the conditional measures on each element of A tum out to be absolutely continuous 
with respect to Lebesgue measure, and their dens ities Px(h) are polynomials in h of 
degree not greater than n: the density px(h) is proportional to the quantity 

det (hT' (x)+(1 - h) /), 
whence the condition on the negative eigenvalues. 

The uniform boundedness of the degrees of the polynomials giving the densities of the conditional measures suggests proving the polynomial character of the densities of the conditional measures of an arbitrary ruled decomposition by selecting a suitable smooth approximation of the decomposition A. For our purposes, however, it suffices to prove a weaker assertion about the absolute continuity of the conditional measures. 
Let m<n)Mo > 0, and let T : Mo-+ LI be an arbitrary mapping that generateS a ruled decomposition A. It is assumed that the set-theoretic union Q of the segments {(I - h)x + hT(x), h E [0, I], x E M

0
} is measurable. We show that m<n+I)Q > O and that the function m<n)(L,, n Q) 0 [m<n + 1 >Q] -1 is bounded as a function of h € 

[0, 1] by a constant depending only on n. By the arbitrariness of M the analogous o• 
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. t ue also for the restriction of T to an arbitrary element of each decompo­rtlon is r 
~ . e sequence of measurable decompositions of MO that converges to the 
sit ion 10 som h d · · f h d · · al ·t ·on € into points; hence t e ens1t1es o t e con 1t1on measures on the ele-decompos1 I 

f A are bounded by the same constant. 
ments O 

T f d'ff . bl . · uJ We consider some sequence k o I erenha e mappmgs generating r ed de-
't'ons A of the corresponding Lebesgue spaces (Qk, mk) and converging point-compos1 1 k . (n) . . T By what was proved above, the function m (Lh n Qn) 1s a polynomial of WISC to · 
not greater than n; therefore the densities of the measures mk with respect to degree 

Ltbesguc measure in R" + 1 are uniformly bounded. Let {k;} be a subsequence such 
that the measures mk

1 
converge weakly to a limit measure m. Fr~m the uniform 

boundedness of the densities of the measures mk; it follows that m is absolutely con-
tinuous, and its density is bounded by the same constant (m, generally speaking , is not 
proportional to the restriction of Lebesgue measure to Q). From the condition mQ 
= 1 it follows that m<n + 1 )Q > 0. For each k1 the functi on 

m 1" 1 (LhnQ k;)· (m (n+llQ kj 1-1 , 

as a function of h, is bounded by a constant depending only on n (and equal to the 
supremum on [O, 1] of all the values of all the polynomials P of degree n for which 
~x) ~ 0 for x E [O, 1] and f tP(x)dx = 1 ), from which we get the boundedness of 
the values of the function m(n) (Lh n Q) . lm'"+llQr ' by the same constant .• 

3. We first present briefly the basic idea of the proof of the existence of a one­
to-one optimal plan. By the cited theorem of Kantorovii, there exists an optimal plan 
m, i.e., a doubly stochastic measure minimizing the quantity W in (84), and to it there 
corresponds a potential U(x): a function on X satisfying a Lipshitz condition with 
exponent 1 and constant 1. Each doubly stochastic measure for which U(x) is a poten­
tial is also an optimal plan of transport (the sufficiency in Kantorovic's theorem). 
Therefore, it suffices to construct the kernel of an isomorphism of the spaces (X, µ) 
and (Y, 11) on the closed set 

V =Vu= {(x, y) : U (x) - . U(y) = llx - Y 11}-
0n V there exists at least one doubly stochastic measure: the measure m. If 

on V there e · t d · · b Th XIS s a oubly stochastic density, then corresponding to 1t there 1s, Y e-orem 8 a . d 
' n m ependent complement of the coordinate decompositions t and 1'/, and 

ea(bch typical element of this decomposition, equipped with its conditional measure, can 
Y Proposir 42) H ton serve as the kernel of the isomorphism of interest to us. owever, SUch an extrema} d ( h gh it al oubly stochastic density exists, generally speaking, very rarely t ou ways exists · th ( · h t t SUch m e one-<limensional case!): in fact, for almost all wit respec 0 

t ~n extremal measure) points (x y) EX x y the condition (86) holds, and there-ore, tf A C X , 
I.L and B C Y are subsets such that µA > 0 and 11B > 0, and the measure 

A x 11s is ab 1 1 h i I.L·ahn 80 ute Y continuous with respect to the extremal measure m, t en or ost all point E hi · · P<>ssible if s x ~ and 11-almost all points y E B (86) holds ; but t s 1s 1m-
11Jtit µ. and " are given by densities with respect to Lebesgue measure, and the 
dim sp~ere {x: llxll = 1 } is strictly convex or at least does not contain (n - 1 )-

ens1ona1 "faces". 
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If the potential functi~n U(x) is fixed, t~en for each typical point x EX 
consider the set of tho~ po~ts y E X for which llx - !II ==. U(x) - U(y). For we~ 
t . ti onvex norm it 1s easily shown that all such pomts either coincid a s rte y c e With 

li ray going out from x, and that they form a set into which .1 . x or e on some . . . 1 1s possib 
t Sport mass from x for the given potential function U. If it is possibl le to 
ran . . . . e to carry a 

Ss along several drrect10ns from the pomt x, then each such admissible d' . ma . 1rection h 
regarded as a generator of its segment or ray. Smee two segments can hav 

. e as a com. 
mon point only an endpomt of one of them (they cannot cross), we get a Borel de. 
composition 0 of the whole space X into open segments and points. 

We regard 0 as a measurable decomposition of the spaces (X, µ) and (Y, v). An 
optimal plan m for transport of the measure µ into v is constructed in such a way that 
displacements of mass take place only within the confines of the elements of 8. On 
the union of the elements consisting of a single point each plan of transport m is al­
ready one-to-one in a trivial way. For each of the segments I making up 0, as can be 
verified on the set V n (/ x /), which is half of the square separated by the diagonal, 
it is possible to defme, by Theorem 10, a measure that is doubly stochastic with re• 
spect to the conditional measures µ1 and v1 and absolutely continuous with respect to 

the product µ1 x v1; and then, by Theorem 8*, there exists an independent comple­
ment of the coordinate decompositions with respect to the measure "glued together" 
from the doubly stochastic (with respect to µ 1 and v1) measures just constructed. A 
typical element of this independent complement, together with the union of the "set 
theoretic squares" of singleton subsets in 0 generates the graph of the isomorphism of 
interest to us, which lies in V and, therefore, corresponds to an optimal plan of 
transport. 

The situation is somewhat more complicated when the norm II • II on X is gener· 
ated by a unit ball that is not strictly convex, though the basic idea of the argumen~ is 
the same. Here we must construct, with respect to the set V, certain subdecompoSI· 
tions 0 x and 0 y of 0 that are determined by the minimization mi V of V with re· 
spect to the pair (µ, v) and on each of the products of corresponding elements of 
which (as above) there exists a density that is doubly stochastic with respect to the 
pair of conditional measures; this allows us again to use Theorem 8* and prove the 
existence of a kernel of an isomorphism. 

In the product R" x R" consider a closed convex body Q and a Borel pr~ba· 
bili t Uy exist 8 

Y measure m for which mQ = 1; on this set Q there does not necessar 
measure that is the kernel of an isomorphism of the marginal distributions of_"'· ncen· 

For example, if Q is the triangle ABC in Figure 10 and the measure mis cor,ect 
' • h reSr· trated on the segments AB and AC, then the minimization mi Q of ABC wit d ;tC, 

to the corresponding marginal distributions consists only of the segments AB an tltiS 
from hi h · f 11 wsn1 on w c it O ows that it is impossible to give the kernel of an isomorp oil 
triangle. On the other hand, it is easy to see that for any nonatomic measure 

111 
·n~ 

the triangle ABC (Figure 11) there exists a kernel of an isomorphism of the marSI 
diStributions of this measure that is concentrated on the same triangle. 'I t 

We describe a quite broad class of convex subsets in the product space X 'i-
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r1 R'1 having an analogous property. Although the assertion it self is not used in R x . its proof brings the reader closer to the more tedious proof of the corre-
tl,e following, 

d. g step in Theorem 12 . spon Ill 

FIGURE 10 

C 

8 

C 

FIGURE 11 

PROPOSITION 79. Let Q C X x Y = R" x R" be a convex compact subset having the property that if A C X and B C Y are Borel subsets such that 
AC .:xQ, BC 1tyQ, (A X B)nQ= 0 , 

then also 

(conv A X conv B)nQ = 0 -
Let m be a Borel probability measure on Q whose marginal distributions are absolutely continuous with respect to the Lebesgue measures on X and Y. Then there exists a probability measure m 1 on Q with the same marginal distributions as m and such that its conditional measures on the elements of the decomposition ~ /\ rt (where ~ and 11 are the coordinate decompositions generated by the canonical projections onto X and Y) are absolutely continuous with respect to the products of the conditional mea­sures on those elements of the decompositions ~ and rt that are ca"ied, under the canonical mappings Q/~ -+ Q/(~ /\ rt) and Q/rt ~ Q/(~ \ rt), into the element of~ /\ Tl Unlier consideration (~ and Tl are the measurable decompositions of X and Yin-due db 11 ~ e Y these mappings). 

PROOF. We consider the process of constructing the minimization of Q. It was shown (Proposition 69) that the minimization mi Q of Q is obtained by set-theoretic deletion f Q rom of a countable family of sets 

B) n = 1, ... , " ' such that 

(87) 
and 

(88) 
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I JNOEVEND EN •~ I I . 

. h t A and B arc determined to within µ- and v-equivalence Ob iously smcc t c sc s n n . . . . . ' v ' f n of the minimization m1 Q 1t is possible to replace them c tivcly in the construe 10 resp c . , . . articular, to assume that An C 1T x Q and B n c 71' Y Q. By as-by equivalent ones, 10 P B ) n Q ~ Th 
) 

. 
1
. the condition ( conv An x conv n = 'P • ere is an af. ption (88 unp ies sum , , ting the disjoint convex set Q and conv An x conv Bn, i.e., a fine hyperplane separa x y such that 

linear functional F n on th0 space X 
Fn(Q) n Fn(conv An X conv Bn)= 0. 

Let F;(x) = F/(x, O)) and F:(y) = Fn((O,~)) ._ The~ Fn((x, y)) = F;(x) + FJ(y). 
For definiteness let (the meaning of the notation is obvious) 

Fn(Q)~ cn>Fn(An X Bn) 

and 

a~= sup F; (x), a:= sup FJ (y), 
zEAn 11E8

11 

I II< I II hhtR.'~' Then for any pair of numbers ~n and ~n sue t a 1-'n.,,, an, so that an + an en. 
d' ;;.,, ex" and a' + a" = c we have the condition 1-'n n 1-'n 1-'n n 

Fn (Q) ~ C
71 > F11 (A; X B!), 

whereA!= {x: xEX,F;(x)<~~} andB!= {y: yE Y,F,;(y)<t3'~}. From 
the fact that 

(A! X B;) n Q = 0 , 
it follows, by Proposition 49, that µA;+ vB; ~ 1, and from this, the obvious inclu• 
sions A; :::, An ands; :::, Bn, and (88) it follows that µA~= µAn and vB: = vBn; i.e., the half-space A; is µ-equivalent to An and the half-spaces; is v-equivalent to B n. Therefore, the subset (X\A n) x ( Y \B n) "subtracted" from Q can be replaced by 
the product of half-spaces (X\A;!) x (Y\B; ) . Next, the subtraction of (X\A:) x (Y\B;) can be replaced by the intersection with the union of the two convex 

set
s (X\A;) x s; and A; x (Y\B;). The sets A; ands; form bases of certain de· 

compositions 8 x and 8 y of the spaces X and Y, and these decompositions are locallY affine, because A; and s; are half-spaces, hence convex, together with their compl~­
ments, and any intersection of sets in the basis or sets complementary to basis 

set
s 

15 

convex; consequently, the elements of the decompositions are convex sets. By means of the construction of the minimization mi Q we have established a canonical one-to· 
in one correspondence between the elements of the decompositions O and 8 y that · x • ele· duces an isomorphism of the spaces X/8 x and Y/0 y • A product of correspOndi08 

ments is a convex set on which the conditional measure (of the measure with respect 
to the decomposition 1Tx 10 x I\ 1Ty 18 y) is doubly stochastic with respect to the con· 
di · al h t ted 

011 tion measures on t e corresponding elements of O and (} and is concen ra . . . X Y J' set• the mtersectlon of Q with_ the element under consideration, i.e., also with a ~nve ual We prove that the dimension of the intersection of Q with this element is eq a to the dimension of the element. The assumption that the dimension of the part of .., 
i -t ::Ji~ 
. --~~ 
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ement of the decomposition is less than the dimension of the element itself 
· some el d · · h · h ii\ . th fact that 8 x and O y are ecomposttlons avmg t e property that if trad1cts e 
(X)O B) n Q == ¢ and µA + v B = 1, then A is measurable with respect to 8 x, and 
(A >< ble with respect to 8 y (moreover, 0 x and 8 y are the coarsest decompo -8 is measura 

. this property). Indeed , for any doubly stochastic measure on an affine 'tions haV1Jl8 st f the product of two linear spaces it is clear that there are nontrivial sets A subspace o 
B for which µA + vB = 1 and A x B does not intersect this subspace. Therefore, 

and umption leads to the existence of sets with impossible properties and is thereby our ass . . . t d If we now consider some two corresponding elements of Ox and O y which reJeC e . ' 
ard as two affine subspaces, equipped with the corresponding conditional mea­we reg 

sures, then the trace of Q on the direct product of these spaces is a convex set of 
maximal dimension whose minimization with respect to the relevant conditional mea­
sures coincides with the set itself. Hence, on the trace of Q there is a doubly stochas­
tic measwe that is absolutely continuous with respect to the product of the marginal 
distributions, and, consequently, there is a doubly stochastic measure on Q such that 
forit 1r.x'Ox = 1Ty10y (this condition is necessarily satisfied for any doubly stochas­
tic measure), and on each element of the decomposition 1Tx 10 X I\ 1Ty IO y ( = 1Tx 18 X 

= 1ry10y) its conditional measure is absolutely continuous with respect to the pro­
duct of the conditional measures on the corresponding elements of 8 x and O y (Theo ­
rem 10 and Remark 2 after it). 

The decomposition ~/\fl, considered for the measure m, is not coarser than 
1Tx

10x /\ 1Ty10y. Since, for each measure on a product space that is absolutely con­
tinuous with respect to the product of its marginal distributions, the conditional mea­
sures on the elements of the infimum of the two coordinate decompositions have the 
same property, Proposition 79 is proved . • 

4. We now proceed to the proof of the basic result of this section, on the ex­
istence of an optimal one-to-one plan of transport. 

THEOREM 12. Suppose that on a bounded subset of a finite-dimensional 
Banach space (R", II• II) two Borel probability measures µ and v are given, each abso-
lutely conti . h . Th h . nuous wit respect to Lebesgue measure on this space. en t ere is an 
optimal one-to-one plan of transport of the measure µ into the measure v. 

. In °ther words, on the product X x Y of two copies of the Banach space there 
exists a ke 1 h lies a minim me mo of an isomorphism of the spaces (X, µ) and (Y, v) t at supp 

um, in the class of all doubly stochastic measures, for the integral 

W(m) = ~ llx-ylldm. 
xxr 

d 
PROOF. By the theorem of Kantorovic cited above, there exists at leaSt one 

oubly t ha . . . · · M 5 oc Stic measure m on X x Y that gives the mtegral 1n (89) a mirumum. 
oreover, there is a function U(x) (called -a potential) on the space such that 

1) IU(x)- ' U(y)l ~Jx-YII VxVyEX, 
2) U (x)- U (y) = llx - y II form-almost all (x, YfE X X Y. 

(89) 

(90) 

(91) 
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th theorem it suffices to show that there exists a measure n, h To prove e . o t at is 
the kernel of an isomorphism of (X, µ) and (Y, v) and is concentrated on the set 

V == V Ii == { ( X' y) : u ( X) - u (y) = II X - Y 11) . 

W "der the function U(x). Let X 1 be the class of subsets A c X ha . e cons1 . . . vtng the 
property that A is a maximal (with respect_ to ~clus10~) set on which the function U 
is linear (more precisely, affine), with gradient m the given norm equal to l. For each 
set A in the class X 1 we consider the maximal (with respect to inclusion) connected 
subsets of A that are open in A. These latter sets determine a locally affine decompo. 
sition into the subsets of the class X • 

Another ( equivalent) description of the sets in the class X consists of the follow. 
ing. Let x E X be an arbitrary point, and let x 8 be a largest (with respect to inclusion) 
affine subset, necessarily convex, of the sphere S, or one such subset, such that for 
some point y E X we have U(x) - U(y) = llx - YII and 

x - y s 
\\x - y\\ EX. (92) 

We consider the set of all those y for which (92) holds for a fixed set Y!. Then 
we consider the set of those points x 1 for which (x 1 - y)/llx 1 - yll E x 8 for some of 
the indicated y 's. Next, we consider the set of those y 1 for which 

x1 - Y1 E xs 
II X1 - Y1 II 

for some of the x 1 's. Repeating this procedure, taking the union of all the points ap­
pearing at some stage, and then passing to the closure, we obtain a set A in the class X · 

Finally, we give one more description of the class X , which is, in essence, our 
working definition. In R" x R we consider the graph of U(x) . By the lipschitz 
property (90), for each point (x, U(x)) ER" x R the cone 

K: = {(x' , z) E Rn X R: z ~ U (x) + llx' -- xii} 

intersects the graph of U only on the surface of this cone, and the same is true for 
the cone 

K ; = { (x', z) E Rn X R : z < U (x) - II x ' - x II}. 
~or an arbitrary p~int x, if K; and K; intersect the graph only at x, we put te _ 
srngleton set {x} m the class X • But if the intersection of the cone K == K x UK~ · h x fthe wit the graph of U contains more than one point, we consider the affine span ° 
set of all such points and the intersection of this affme subspace with the graph- We 
select the maximal connected relatively open subsets of this intersection and put the 

1 

sets in X that lie "under " th_ese s~bsets o~ ~he graph in the class X . X iS 
As follows from the Lipschitz cond1t1on satisfied b u h t in the class ·1• 

h h 
. y , eac se eone ; sue t at its boundary consists of two parts : the point E X c which onlY the ., K+ . . . s x ,or for 

x. has nontrivial rntersection with the graph over this set, and the points X E X ~1 
which only th e cone K; intersects the graph of U(x) in more than just the verteJ{, ~ 

,) 
.~i 
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these parts of the boundary also satisfy a certain Lipschitz condition; there­
aoth of Lebesgue measure (of corresponding dimension) of the boundary is a fortiori 
fore the and we can speak of a measurable decomposition. ual to zero, . . . eq turn our attention to the fact that (91) cannot be satisfied 1f the points We now 

d do not belong to some single subset of the family X . This means that there 
~ an : ort of mass only within the confines of each subset of the decomposition X, 
ts tran p d / v . "d H . hin h . that the measures µ/X an v .>-. comet e. owever, even wit t e confines of 
i.e., b t in X we do not have for arbitrary points x and y, generally speaking the one su se ' 
<X>ndition 

I U (x) - U (y) I = II x - Y II, 
i.e., the admissibility of transport of an element of mass from one point into the other. 
Nevertheless, our construction allows us now to consider separately the problem of 
the existence of a one-to-one optimal plan of transport for the pair of conditional mea­
sures on each element of the decomposition X; and on each such set in the family X 
the restriction of U is simply affme, by the construction of X. When we are consider­
ing a conditional measure, everything that happens outside the particular element of X 
is insignificant for us, so we can assume that U(x) is equal to a linear functional L(x), 
since this holds almost everywhere. This now helps us to prove the existence of an 
optimal doubly stochastic measure m on X x Y such that on elements of the de­
composition ~ /\ f/ (where ~ and fl, as usual, are the coordinate decompositions) the 
conditional measures are absolutely continuous with respect to the products of the 
corresponding conditional measures on the elements of the decompositions ~TJ and flt, 
and these conditional measures are either purely continuous or are 6-measures; Theo­
rem 8• then leads us at once to the goal. 

Thus, in the space X x Y = Rm x Rm, O ~ m ~ n, we consider the set 

Q = {(x, y): L (x - y) = II (x - Y II}, 
where L(x) is a linear functional. By assumption, on Q we are given a measure m 
whose marginal distributions µ and v are absolutely continuous with respect to the 
Lebesgue measures on X and Y. We now prove that on Q there exists another measure 
rn ' h 1 wit the same marginal distributions and with the following property: there exist 
measurable decompositions 0 = 0 of the space X (and simultaneously, of its second 
CO X y ' 

PY, !he space Y) such that the conditional measures corresponding to the measures 
µ and v on el f · moreover if ements o 0 x and 0 y are purely continuous or are 6-measures , ' 

1Tx and 11'y are, as usual, the canonical projections in (Xx Y, m 1), then the de­
~~positi0n 11'x10 x and 11y10 y coincide, and on each element of the decomposition 
~x 8x /\11'y10y (= 11x- •e = 1T- •0 ) the conditional measure correspoo ding to m 1 
18 absol x Y Y th utely continuous with respect to the product of the conditional measures on 
~co~res~onding elements ' of 0 x and 0 Y · With this aim, we begin to cons~ruct the _ 

ITllzation mi Q of Q. Let {(A B ) n = 1 ... } be a sequence of pairs of sub sets A n• n • • 
n C X, Bn C Y such that 
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Ill, INDE lTIONs 

co 

A X B) n Q===-0 and miQ=Q "" U ((X'\ A) v (Y 
( 11 n n=l II /\ \ e \ 

II.I), 

h esent situation is not exactly the same as und 
Unfortunately' t e pr . er the co d' . 

. . 9 b use it is impossible to pass to convex hulls and f n tt1oll! or 
Propos1t10n 7 , eca . . rom the 

'th certain complications an argument analogous t h Ill to~-
spaces; however, WI . . o t e one . 

f f P P
osition 79 works m this case. Used 111 

the proo o ro . 
We introduce the notation 

c+ = { x E X : L ( x) = II x II}, c- = { x E X : L ( x) == - II xii}. 

Th t C+ and c- are convex closed cones in X. If, as assumed only th 
e se s . ' ose doubcy 

stochastic measures concentrated on Q ar~ admissible' then o~y those transports are 

admissible for which an element of mass 1s moved from a pomt x E X without . 
going 

outside the set x + c+. If (A x B) n V = ¢, then transport from A into Bis pro-

hibited. The set of all points to which mass can be moved from A is the set A + c+ 
and the set of those points from which it is possible to transport mass into Bis the ' 

set B + r. The condition (A x B) n V = ¢ is thus equivalent to the condition 

(A+ C+) n (B + c-) = 0 (mod p. and mod v) (93) 

(here we regard both A and B as subsets of the same space X), or, what is the same, 

to the condition 

(9~ 

We can assume that A= A + c+ and B = B + c-. Indeed, if µA + vB = 1, then, 

by Proposition 54 and (94), µ(A + c+) = µA and v(B + c-) = vB, i.e., the sets 

A and A + C +, and also B and B + C - , are respectively µ- and v-equivalent. Further, 

it is clear that µA = vA and µB = vB It is thus possible to assume that each pair of 

sets (An, Bn) appearing in the minimi~ation has the property that An = A11 + c+ and 

Bn = Bn + c-, and, moreover, A U B = X (mod µ and mod v). 
. n n {B } ii 

Regardmg the sets {A } as a basis of a decomposition Ox and the sets " 
. n . ified) 

a baSis of a decomposition 0 y we find that 0 = f) when X and Y are ,dent .1 

' x Y uence1.1 
and that each element of 0 x is obtained as the intersection of a countable seq 
sets of a special form. We now proceed to the study of these sets. ·f B ~ 

We call A a c+ ,.upschitz set if A = A + c + · the set B is c- -UpschitZ 
1 + 

B + C - . . ' . ly I C • 
, and Fis C-Lipschitz if F = A n B where A and B are, respective 

and c- -Upschitz. ' · 
AhitX we 

As shown w · C-Upsi;iu . 1 . ' e can assume that each element of 0 = 0 y is • ned • 
give another e 1 . x t, 1nenUO """ 
th . xamp e. As 1s easy to see, each of the sets in the class d bY ~1"" 

e beg1.nning of th · . nerate 
''f ,, s e proof 1s a C-Lipschitz set, where C is the cone gc 50ppO~· 

ace A of th . f S with a 
ing h e urut sphere S (some set that is the intersection ° belollS 10 · 

Yperplane) Th t sifnplY 
the l · e sets that are elements of () however, do no 

c ass of c u . x' 
· pschitz sets. By construction 

' 
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, ~ fur ooth C( n titi nal m~,~ nal m '..'l!\\t~ n c..,t.h c_kmrnt f r = 1 ) the-
tli<'ft«) ' • I . l • • • 1"h , h l ,.: sltt-ld 1 :xlincidcs w1t 1 1ts tn,t\\mt 'lil t n . c.' ~ 1mrtmcnt t t l u•f't' b.1St n 
~ , '1 t' I • I ' ' U · 

1 
_,, ,t ,f o .. l = b )' t\\ :) mcUS\U'\\.-. M w th.'.\ = m i re.stnrts e, "'n m rt' u· 

tJ,'))\ C Ct\ ...,1 ., , 
• • ib....,tS )f X th3t l::rn t c e,kments ot f \ = 1 • dtSS ot sl ""' . • • , 

We list once mo~ the µropcrtl '.S th.lt nnL~t t t' ~bllhed y a . t A · that i an 

clement l i Ox· 
1. lix, . xl "'"A,th•n(( .Y1 ) r'I {.\'~ - )) .4. 
... For e.1ch 1 int .,· A the set A is L'Ont :unt'd in Ult' -J \lre f thi.' uni n f 

the sets A x.k, ,. here 

A.r,,l = x+ t n J, A .... ~= .·( ,..1 + ,.- n A, 

A J'. ~t l = (.4.r.:a-+ +- n .-1 A.,..~ = .-1 .... ~ n .-:1. 

From properties 1 and 2 it foll ows that t x is a \l) ·ally uffit,t• kt mpo£ition (and tlte 

a111ne span of each dement of this de )mpNti n is 1 rolle.1 to . me face f the n-

\tX cone C). From tl,e absolute X1ntinuit y of 1..1 :md " with n.•spt" t t Lcbesgui.' mea­

rure it follows tJ1at the oorresp nding nditi om1J me3sures n the e1ement-s f the 

locally affine decomposition 8 x are aloo nbsolutcly continu us witl1 rt'spe ·t t tl1e 

Lebesgue measures on their affine spans: in ps.rtil.:ular. they ar-e citl1er pu reJy c ntinu­

ous or are S-measures. From the maximality (, hich has :ilready been used of the de­
oomposition it follows tl1:1t tl1e dimension f the intersection f Q with the correspond-

ing element of ;; x 10 x A 1r y 10 y is maximal ( ot11e.rwise tl1e decomposition Ox uld be 

refined; cf. the proof of Proposition ). Tlms, with respt.-ct to each pair of rorre-

sponding conditional measures on corresponding clements f ti,e dee mpositi n Ox f 

(X. JJ) and 8 l' of (Y , v) the set Q is not min.imizable and has m3.x.imal dimensi n. By 

Theorem l O and the accompanying Re.m:irk _, it f llows from tlus tl1st there e.xists on 

Q a doubly stochastic measure m 
1 

whose condit io nal measures on the clements of 
-10 

"x x /\ 1iy 1
8 y are absolutely continu ous with respect to the p.roduct of the oorre-

Sponding conditional measures. And, by exactly the same arguments. t11e.re exists al~ 

\measure on the set Vu whose conditional distributions n Uw clements of t ,1 are 
a solutely contin· ·t1 ct· diti' .. , uous WI 1 respect to the product of the corres1 n mg l'On o n.u 

~res on the corresponding clements of the decompositions ~,
1 

a.nd '1t: more ,'el. 
ese latter d' · . . (b ) 

0 con ttional measures are also either pur •ly contmu ous or are th 
illeasures. 

the u. ~ we now decompose the space X (= )' int two sub8'?tS. tJ,e first of which is 
tio lllon of lhose elements of the decomposition ~ on which the c mtiti onal distribu-

ns of the ,, . , . . 
U!ti measure µ (and v) are purely continu C'us, and U,e se~ nd t wlucl, 1s the 

on of the singlet 1 · '• t· tl t' sub on e ements of ~ (and 'h ). then. using Tht"1. rem ~ or ,e ust 
set and us· . . . .. 11 ~ -

Sirect mg tnVIal arguments for tl,e second one, we get the existen~ of the de-
11 anct ~easure "'o that is the kernel of an isomorphism of the m~rginal meas\ires µ and 

is conce tra 
iY( ) . n led on the set Vu• thereby ghiing n minimum for the xp~iun fur 

m In (89). • 

REMARK I · 
lute con . . · t IS actually possible to weaken somewhat U1e retluirement of abso-

tinuuy of the marginal distributions µ and v. Indeed our hypotlu.1sis of absolut e 
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continuity for the measuresµ and v with respect to Lebesgue me . . asure was 
ensure the nonatomicity of the conditional measures on the ele Used Only . . . . ments of th to 
affine decompos1t1on that have nonzero dimension. This propert . e locany Ytsalsoe · 
measures µ such that at any point x E X the µ-measure of the ball of r . n1oyed by 

center at x is an infinitesimally small quantity of higher order than ," -'1"'' 'With 
dim X. The above example of a situation in which there is no O ' where n""' . ne-to-one pl 
the optimal ones, and analogous examples for any dimension n ~ 2 sh an lrtlOQg 
conditions are not improvable. ' ow that these 
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