w eXtra Large Joins EPSRC

Ali Mohammadi Shanghooshabad — : )
WARW|C|< Department of Computer Science Engineering and Physical Sciences

THE UNIVERSITY OF WARWICK University of Warwick Research Council
Coventry, UK
Skip the full join generation — )
Random join sampling problem
) I -
q_) A|B|C c|D|E * Classification over the join sample
Qo a1 | b1 et | Mc|ect|d1|et  Clustering over the sample
cC al | b2 | c1 c2 | di | el * Regression over the sample
Q a2 | b2 | c2 c2 | d1 | e2 o etc.
— a3 | b2 | c2 c3 | d2 | e2
© « Join the exist
a Join the existing models
< MOdeI JOIn * Build the models over exisitng data
(@) AlB[c[p[E]| [Pron
al|bl|cl|dl|el 6
= 1| b2 |cl|dl|el . AlBlCID]E
= i - = - al|b2cl|dijel * Approximate query processing on a
e a2 (b2 |c2|dl|el 6
O 252 e2 (a1l ez ad a2 |b2|c2|di|el AQP sample of the join result
) 2| | v a2 [b2 |c2|d1e2
] a3 b2 |c2|dl|el 1/6
: 2 (dl|e2 1/6

K a3 | b2

PGMs as core idea

/ Schema and an example join query \ o

. . Sum-Product
nation (nationkey NK) o o » Message Passing Alg.

supplier (nationkey NK, suppkey SK)
customer (custkey CK, nationkey NK) ° °
orders (orderkey OK, custkey CK) ‘

lineitem (orderkey OK, linenumber LN)

Ancestral samplin
PO = e () Pine

SELECT n.nationkey as NK, s.suppkey as SK, c.custkey as CK,
o.orderkey as OK, l.linenumber as LN

FROM nation n, supplier s, customer c, orders o, lineitem | 7= Zx HCEC lpc (xc) c oK | s
WHERE n.nationkey = s.nationkey K | NK K| LN
AND s.nationkey = c.nationkey al b2 cli di el
AND c.custkey = o.custkey a2 b2 2 a1 o1
AND o.orderkey = l.orderkey;
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Model Join

The result of a model join should be "similar" to the result we would have obtained if we joined the underlying tables.

Learning Challenges in Embeddings
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Solution? tabular data

eStorage problem eThe idea is that any eHigher Number of
ePrivacy preserving edge of the PGM graph distinct values - Clustering based on dissimilarity
eAccurate, light and fast could be a model eCategorical attributes

in-memory models providing needed

(DBEst, DeepDB etc.) information.

Fully-connected NNs

Strategies in the edges of the PGMs Preliminary results
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clustering and NNs)

Algorithms with different scaling factors (1, 10, 100)

EW algorithm is the SOTA approach introduced in Zhao et al, SIGMOD 2018



