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Abstract

We study a generalization of nonlocal games—which we call \textit{extended nonlocal games}—in which the players, Alice and Bob, initially share a tripartite quantum state with the referee. In such games, the winning conditions for Alice and Bob may depend on outcomes of measurements made by the referee, on its part of the shared quantum state, in addition to Alice and Bob’s answers to randomly selected questions. Our study of this class of games was inspired by the \textit{monogamy-of-entanglement} games introduced by Tomamichel, Fehr, Kaniewski, and Wehner, which they also generalize. We prove that a natural extension of the Navasc\'us–Pironio–Ac\'in hierarchy of semidefinite programs converges to the optimal commuting measurement value of extended nonlocal games, and we prove two extensions of results of Tomamichel et al. concerning monogamy-of-entanglement games.

1 Introduction

Nonlocal games

The nonlocal games model—although not always so named or defined explicitly—has been studied in theoretical physics and classical complexity theory for many years. In theoretical physics, nonlocal games provide a natural framework in which Bell inequality experiments, proposed by Bell [1] in 1964 and subsequently studied by Clauser, Horne, Shimoney, and Holt [2] and many others, may be framed. In classical complexity theory, nonlocal games provide a simple, abstract model through which two-prover (or general multi-prover) interactive proof systems have often been analyzed [3, 4, 5, 6, 7, 8]. These two independent lines of research were merged in the context of quantum information and computation, and the result has been an active topic of research [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21].

Mathematically speaking, a \textit{nonlocal game} is a cooperative game of incomplete information played by two players, conventionally named \textit{Alice} and \textit{Bob}. The game is run by a \textit{referee}, who begins the game by selecting a pair of questions \((x, y)\) at random according to a fixed probability distribution, and then sends \(x\) to Alice and \(y\) to Bob. Communication between Alice and Bob is forbidden during the game—without knowing the other player’s question (or answer), Alice and Bob must respond with answers \(a\) and \(b\), respectively. Upon receiving these answers, the referee...
evaluates a predicate \( V(a, b|x, y) \) that determines whether Alice and Bob win or lose the game. (More generally, the function \( V \) may take arbitrary real values that represent pay-offs for Alice and Bob.) It is assumed that Alice and Bob have complete knowledge of the function \( V \) and of the probability distribution from which the question pairs are drawn, and are free to agree before the game starts on a joint strategy.

Different classes of strategies for nonlocal games may be considered. For instance, Alice and Bob may use a classical strategy in which they answer deterministically, with \( a \) and \( b \) determined by functions of \( x \) and \( y \), respectively, or they may make use of randomness (which happens not to offer any advantages over an optimally chosen deterministic strategy when their goal is to maximize their winning probability or expected pay-off). Alternatively, one may consider quantum strategies for Alice and Bob, where they initially share a joint quantum system, and allow their answers \( a \) and \( b \) to be determined by the outcomes of measurements on this shared system. Within this category of strategies, one may consider different sub-classifications, including strategies in which the size of the shared quantum state available to Alice and Bob is limited, or strategies in which the more conventional bipartite tensor product structure of a quantum system shared between two individuals is relaxed to the requirement that Alice and Bob make use of commuting measurements on a single Hilbert space.

For each type of strategy, one may speak of the value of a given nonlocal game with respect to that strategy type, which is the supremum value of the probability for Alice and Bob to win (or the supremum value of Alice and Bob’s expected pay-off) over all strategies of the given type.

**Extended nonlocal games**

In this paper, we consider a generalization of nonlocal games in which the referee also holds a quantum system, provided to it by Alice and Bob at the start of the game. The game begins in a similar way to a nonlocal game, with the referee selecting a pair of questions \((x, y)\) from the Cartesian product \(X \times Y\) of two alphabets \(X\) and \(Y\), according to a fixed probability distribution. The question \(x\) is sent to Alice, who must respond with an answer \(a\) from a fixed alphabet \(A\), and likewise \(y\) is sent to Bob, who must respond with a symbol \(b\) from a fixed alphabet \(B\). Now, however, the outcome of the game is not directly determined as the value \(V(a, b|x, y)\) of a predicate or real-valued pay-off function \(V\), but rather by the result of a measurement performed by the referee on its share of the state initially provided to it by Alice and Bob. We will assume, more specifically, that Alice and Bob’s pay-off is determined by an observable \(V(a, b|x, y) \in \text{Herm}(\mathbb{C}^m)\), where \(m\) denotes the dimension of the referee’s quantum system—so if Alice and Bob’s response \((a, b)\) to the question pair \((x, y)\) leaves the referee’s system in the quantum state

\[
\rho_{a,b}^{x,y} \in \text{D}(\mathbb{C}^m),
\]

then their pay-off will be the real-number value

\[
\left\langle V(a, b|x, y), \rho_{a,b}^{x,y} \right\rangle
\]

(where \(\langle M, N \rangle = \text{Tr}(M^*N)\) is the standard Hilbert–Schmidt inner product on \(m \times m\) matrices and where \(\text{D}(\mathbb{C}^m)\) is the set of density operators acting on \(\mathbb{C}^m\)). If one wishes to consider that the referee makes a binary-valued decision, representing that Alice and Bob either win or lose the game, then it may be required that each \(V(a, b|x, y)\) is a measurement operator corresponding to the winning outcome, so that \(\left\langle V(a, b|x, y), \rho_{a,b}^{x,y} \right\rangle\) represents the probability that Alice and Bob win conditioned on \((x, y)\) having been answered with \((a, b)\). It is evident that games of this form, which we call extended nonlocal games, include ordinary nonlocal games as a special case; ordinary nonlocal games may
be expressed as extended nonlocal games for which \( m = 1 \), meaning that the referee’s quantum system is a trivial, one-dimensional system.

Similar to an ordinary nonlocal game, one may consider a variety of possible strategies for Alice and Bob in an extended nonlocal game. In particular, there are classes of strategies that are analogous to classical strategies, standard quantum strategies, and commuting measurement strategies. Further details on these different classes of strategies can be found later in Section 2.

The general notion of extended nonlocal games was previously considered by Fritz [22]. In particular, Fritz considered a class of games, called bipartite steering games, which are essentially extended nonlocal games in which the referee randomly chooses to ask either Alice or Bob a question. Extended nonlocal games may also be viewed as being equivalent to multipartite steering inequalities, in a similar way to the equivalence between nonlocal games and Bell inequalities. Multipartite steering inequalities and related notions were studied in the recent papers [23] and [24].

**Monogamy-of-entanglement games**

Extended nonlocal games also generalize monogamy-of-entanglement games, which were introduced by Tomamichel, Fehr, Kaniewski, and Wehner [25]. Monogamy-of-entanglement games, which also have relevance to the problem of position-based cryptography, provide a framework to conceptualize the fundamental monogamy property exhibited by entangled qubits [26]. In short, this property states that for three possibly entangled qubits \( X, Y, \) and \( Z \), if \( X \) and \( Y \) are maximally entangled, then \( Z \) must be completely uncorrelated with \( X \) and \( Y \), and likewise for any permutation of these three qubits. This phenomena has been studied in a number of other works [27, 28, 29, 30].

A monogamy-of-entanglement game is a game played in a similar way to an extended nonlocal game, as described above. Specifically, Alice and Bob initially supply the referee with a quantum system, the referee selects a single question \( x \in X \) at random, sends this question to both Alice and Bob, performs a measurement \( \{ \Pi_a^x : a \in A \} \) on its quantum system, and declares Alice and Bob winners if and only if they both respond with the same outcome \( a \in A \) that the referee’s measurement produced. Such a game is represented as an extended nonlocal game by taking \( Y = X \) and \( B = A \) and setting \( V(a,a|x,x) = \Pi_a^x \) for each choice of \( x \in X \) and \( a \in A \), as well as \( V(a,b|x,x) = 0 \) for \( a \neq b \). In addition one may define \( V(a,b|x,y) \) arbitrarily for all \( x \neq y \) and all \( a,b \in A \); these matrices are irrelevant to the description of the game because the referee never asks a question pair \((x,y)\) where \( x \neq y \) in a monogamy-of-entanglement game.

**Motivation and summary of results**

By studying extended nonlocal games we hope to identify commonalities between nonlocal games and monogamy-of-entanglement games, and to potentially gain insights on both models through this type of generalization. We prove the following results:

1. An extension of the NPA hierarchy of semidefinite programs to extended nonlocal games.

Navascués, Pironio, and Acín [31][32] proved that the commuting measurement value of a nonlocal game can be expressed through a sequence of semidefinite programs. The optimum values of the semidefinite programs in this sequence are nonincreasing, each establishes an upper-bound on the
value of the given game, and the sequence of optimum values necessarily converges to the true commuting measurement value of the game. By extending this method, we describe a sequence of semidefinite programs, for a given extended nonlocal game, that upper-bounds and converges to the commuting measurement value of the extended nonlocal game in a similar way. We note that a semidefinite program corresponding to an intermediate level of the hierarchy we define, between the first and second level, was considered in [24]. We also note that in a follow-up work to [31][32], the same authors presented an SDP hierarchy inspired by their original NPA hierarchy for optimization problems with non-commuting variables [33]. This hierarchy was considered in [34], where the authors considered a device-independent scenario; a protocol involving Alice and Bob as well as a referee. Although this scenario is different from ours, both of these hierarchies may be viewed as special cases of the one in [33]. More generally speaking, a number of other works have made use of SDPs in the study of steering [35, 36, 37].

2. Results on monogamy-of-entanglement games with two questions.

We prove two facts about monogamy-of-entanglement games for the case in which the question set \( X \) contains just two elements that extend results of Tomamichel, Fehr, Kaniewski, and Wehner. First, we prove that Alice and Bob can always achieve the quantum value of such a game by using a strategy that does not require them to store quantum information: they provide the referee with a chosen state at the start of the game, but act classically thereafter. We also provide an example of a monogamy-of-entanglement game, in which the question set \( X \) has 4 elements and the answer set \( A \) has 3 elements, for which Alice and Bob must store quantum information to play optimally, implying that this result on two-question monogamy-of-entanglement games does not generalize to larger question sets. Second, we prove that a bound of Tomamichel, Fehr, Kaniewski, and Wehner concerning parallel repetition of monogamy-of-entanglement games defined by projective measurements is tight for two-question games, implying a strong parallel repetition property for such games.

Organization of the paper

In Section 2 we formally define the extended nonlocal game model, and consider the types of strategies that Alice and Bob may use. In Section 3 we present an extension of the NPA hierarchy, and prove that it converges to the commuting measurement value of a given extended nonlocal game. In Section 4 we consider the class of monogamy-of-entanglement-games and prove some results on monogamy-of-entanglement-games with two questions.

2 Extended nonlocal games

As was summarized in the introduction, an extended-nonlocal game \( G \) is defined by a pair \((\pi, V)\), where \( \pi \) is a probability distribution of the form

\[
\pi : X \times Y \rightarrow [0, 1]
\]

on the Cartesian product of two finite and nonempty sets \( X \) and \( Y \), and \( V \) is a function of the form

\[
V : A \times B \times X \times Y \rightarrow \text{Herm}(\mathbb{C}^m),
\]

for \( X \) and \( Y \) as above, \( A \) and \( B \) being finite and nonempty sets, and \( m \) being a positive integer. The sets \( X \) and \( Y \) represent sets of questions asked to Alice and Bob, \( A \) and \( B \) represent Alice and
Bob’s sets of answers, and \( m \) represents the size of the quantum system initially provided to the referee by Alice and Bob. We write \( \mathcal{R} = \mathbb{C}^m \) to denote its corresponding complex vector space for convenience.

As a result of Alice and Bob responding to the question pair \((x, y)\) with the answer pair \((a, b)\), the referee’s quantum system will be left in a quantum state

\[
\rho_{a,b}^{x,y} \in \text{D}(\mathcal{R}),
\]

which is an \( m \times m \) density operator. The pay-off for Alice and Bob in this situation is given by the real number

\[
\left\langle V(a, b | x, y), \rho_{a,b}^{x,y} \right\rangle.
\]

### Standard quantum strategies

As suggested in the introduction, there are multiple classes of strategies that may be considered for extended nonlocal games. We will begin with *standard quantum strategies*, which represent what is arguably the most natural form of quantum strategy for the players Alice and Bob in an extended nonlocal game. A strategy of this form consists of finite-dimensional complex Hilbert spaces \( A \) and \( B \) for Alice and Bob, respectively, a quantum state \( \rho \in \text{D}(\mathcal{R} \otimes A \otimes B) \), and two collections of measurements,

\[
\{ A_a^x : a \in A \} \subset \text{Pos}(A) \quad \text{and} \quad \{ B_b^y : b \in B \} \subset \text{Pos}(B),
\]

for each \( x \in X \) and \( y \in Y \), respectively. That is, one has that

\[
\sum_{a \in A} A_a^x = 1_A \quad \text{and} \quad \sum_{b \in B} B_b^y = 1_B
\]

for each \( x \in X \) and \( y \in Y \).

When the game is played, Alice and Bob present the referee with a quantum system so that the three parties share the state \( \rho \). The referee chooses \((x, y) \in X \times Y\) at random, according to the probability distribution \( \pi \), and sends \( x \) to Alice and \( y \) to Bob. Alice measures her portion of \( \rho \) with respect to the measurement \( \{ A_a^x : a \in A \} \), and sends the result \( a \in A \) of this measurement to the referee. Bob does likewise, sending the outcome \( b \in B \) of the measurement \( \{ B_b^y : b \in B \} \) to the referee. Finally, the referee measures its quantum system and assigns a pay-off, as specified by the observable \( V(a, b | x, y) \). The expected pay-off for such a strategy in the game \( G = (\pi, V) \) is given by

\[
\sum_{(x,y) \in X \times Y} \pi(x, y) \sum_{(a,b) \in A \times B} \left\langle V(a, b | x, y), A_a^x \otimes B_b^y \otimes \rho \right\rangle.
\]

It is a simple consequence of Naimark’s theorem that any strategy for Alice and Bob that makes use of non-projective measurements can be simulated by a projective measurement strategy. As Alice and Bob are free to extend the sizes of their Hilbert spaces, it is a consequence of Naimark’s theorem that any strategy making use of non-projective measurements can be simulated by a projective measurement strategy. So, there is no loss in generality in restricting one’s attention to projective measurements \( \{ A_a^x : a \in A \} \) and \( \{ B_b^y : b \in B \} \) for Alice and Bob.

When analyzing a strategy for Alice and Bob as described above, it is convenient to define a function \( K : A \times B \times X \times Y \to \text{Pos}(\mathcal{R}) \) as

\[
K(a, b | x, y) = \text{Tr}_{A \otimes B} \left( (1_{\mathcal{R}} \otimes A_a^x \otimes B_b^y) \rho \right)
\]

\[
(11)
\]
for each \( x \in X, y \in Y, a \in A, \) and \( b \in B. \)

We will refer to the function \( K \) as an assemblage, as it is representative of the notion of an assemblage in the context of tripartite quantum steering [23, 24]. The operators output by this function represent the unnormalized states of the referee’s quantum system when Alice and Bob respond to the question pair \((x, y)\) with the answer pair \((a, b)\). In particular, one has that \( \text{Tr}(K(a, b | x, y)) \) is the probability with which Alice and Bob answer \((a, b)\) for the question pair \((x, y)\), and normalizing this operator (assuming it is nonzero) yields the state

\[
\rho_{a,b}^{x,y} = \frac{K(a, b | x, y)}{\text{Tr}(K(a, b | x, y))}
\]

(12)

of the referee’s system conditioned on this question and answer pair. Note that the function \( K \) completely determines the performance of Alice and Bob’s strategy for \( G \). In particular, Alice and Bob’s expected pay-off is represented as

\[
\sum_{(x,y) \in X \times Y} \pi(x, y) \sum_{(a,b) \in A \times B} \langle V(a, b | x, y), K(a, b | x, y) \rangle.
\]

(13)

For a given extended nonlocal game \( G = \langle \pi, V \rangle \), we write \( \omega^*(G) \) to denote the quantum value of \( G \), which is the supremum value of Alice and Bob’s expected pay-off over all standard quantum strategies for \( G \).

**Unentangled strategies**

Next we consider a much more restricted form of strategy called an unentangled strategy. These are standard quantum strategies for which the state \( \rho \in D(\mathcal{R} \otimes \mathcal{A} \otimes \mathcal{B}) \) initially prepared by Alice and Bob is fully separable, meaning that it takes the form

\[
\rho = \sum_{j=1}^{N} p_j \rho_j^{R} \otimes \rho_j^{A} \otimes \rho_j^{B}
\]

(14)

for a probability vector \((p_1, \ldots, p_N)\) and density operators

\[
\rho_1^{R}, \ldots, \rho_N^{R} \in D(\mathcal{R}), \quad \rho_1^{A}, \ldots, \rho_N^{A} \in D(\mathcal{A}), \quad \text{and} \quad \rho_1^{B}, \ldots, \rho_N^{B} \in D(\mathcal{B}).
\]

(15)

One may prove that any unentangled strategy is equivalent to one in which Alice and Bob store only classical information once the referee’s quantum system has been provided to it. Indeed, any such strategy is equivalent to one given by a convex combination of deterministic strategies, in which Alice and Bob initially provide the referee with a fixed pure state \( \rho = uu^* \in D(\mathcal{R}) \), and respond to questions deterministically, with Alice responding to \( x \in X \) with \( a = f(x) \) and Bob responding to \( y \in Y \) with \( b = g(y) \) for functions \( f : X \to A \) and \( g : Y \to B \).

For a given game \( G = \langle \pi, V \rangle \), we write \( \omega(G) \) to denote the unentangled value of \( G \), which is the supremum value for Alice and Bob’s expected pay-off in \( G \) over all unentangled strategies. It follows by convexity that this supremum value is necessarily achieved by some deterministic strategy, and can be represented as

\[
\omega(G) = \max_{f,g} \lambda_{\text{max}} \left( \sum_{(x,y) \in X \times Y} \pi(x, y) V(f(x), g(y) | x, y) \right)
\]

(16)

where \( \lambda_{\text{max}} \) is the largest eigenvalue and where the maximum is over all functions \( f : X \to A \) and \( g : Y \to B \).
Commuting measurement strategies

The last type of strategy we consider for Alice and Bob in an extended nonlocal game is a commuting measurement strategy, which is a (potentially) more general type of strategy than a standard quantum strategy. A commuting measurement strategy is similar to a standard quantum strategy, except now the bipartite tensor product space $A \otimes B$ shared by Alice and Bob is replaced by a single (possibly infinite-dimensional) Hilbert space $\mathcal{H}$. Alice and Bob initially prepare a quantum state

$$\rho \in \mathcal{D} (\mathcal{R} \otimes \mathcal{H})$$

and give to the referee its portion of this state. Alice and Bob’s measurements on $A$ and $B$ are replaced by measurements on the space $\mathcal{H}$, so that

$$\{ A^x_a : x \in X, \, a \in A \} \quad \text{and} \quad \{ B^y_b : y \in Y, \, b \in B \}$$

are collections of positive semidefinite operators on $\mathcal{H}$, representing measurements for each choice of $x \in X$ and $y \in Y$. It is required that each of Alice’s measurements commutes with each of Bob’s measurements, meaning that

$$[ A^x_a, B^y_b ] = 0$$

for all $x \in X$, $y \in Y$, $a \in A$, and $b \in B$. Similar to standard quantum strategies, there is no generality lost in considering only projective measurements for Alice and Bob.

The expected pay-off for a commuting measurement strategy, as just described, in an extended nonlocal game $G = (\pi, V)$, is given by

$$\sum_{(x,y) \in X \times Y} \pi(x,y) \sum_{(a,b) \in A \times B} \langle V(a,b|x,y) \otimes A^x_a B^y_b, \rho \rangle.$$  

(20)

The commuting measurement value of $G$, which is denoted $\omega_c(G)$, is the supremum value of the expected pay-off of $G$ taken over all commuting measurement strategies for Alice and Bob.

Along similar lines to standard quantum strategies, a commuting measurement strategy as above defines a function $K : A \times B \times X \times Y \to \text{Pos}(\mathcal{R})$ as

$$K(a,b|x,y) = \text{Tr}_\mathcal{H} \left( (\mathbb{1}_\mathcal{R} \otimes A^x_a B^y_b) \rho \right)$$

(21)

for each $x \in X$, $y \in Y$, $a \in A$, and $b \in B$.

Any function arising from a commuting measurement strategy in this way will be called a commuting measurement assemblage. It is unknown if every commuting measurement assemblage $K$ is induced by a standard quantum strategy—as shown by Fritz [22], this problem is closely related to the long-standing Connes Embedding conjecture.

3 The NPA hierarchy for extended nonlocal games

In this section we describe how the semidefinite programming hierarchy of Navascués, Pironio, and Acín [31, 32] may be generalized to extended nonlocal games. We will begin by describing the construction of the hierarchy, and then prove that the hierarchy converges to the commuting measurement value of an extended nonlocal game.
Construction of the extended NPA hierarchy

Assume that finite and nonempty question and answer sets \( X, Y, A, \) and \( B, \) as well as a positive integer \( m \) representing the dimension of the referee’s quantum system, have been fixed. We first introduce three alphabets:

\[
Σ_A = X \times A, \quad Σ_B = Y \times B, \quad \text{and} \quad Σ = Σ_A \cup Σ_B.
\] (22)

Here, \( \cup \) denotes the disjoint union, meaning that \( Σ_A \) and \( Σ_B \) are to be treated as disjoint sets when forming \( Σ. \) For every nonnegative integer \( k, \) we will write \( Σ ≤ k \) to denote the set of strings over the alphabet \( Σ \) having length at most \( k, \) we write \( Σ^* \) to denote the set of all strings (of finite length) over \( Σ, \) and we write \( ε \) to denote the empty string.

Next, define \( \sim \) to be the equivalence relation on \( Σ^* \) generated by the following rules:

1. \( s \sigma t \sim s \sigma τ t \) (for every \( s, t ∈ Σ^* \) and \( σ ∈ Σ). \)
2. \( s \sigma τ t \sim s \tau σ t \) (for every \( s, t ∈ Σ^*, σ ∈ Σ_A, \) and \( τ ∈ Σ_B). \)

That is, two strings are equivalent with respect to the relation \( \sim \) if and only if one can be obtained from the other by a finite number of applications of the above rules.

Now, a function of the form

\[
φ : Σ^* → C
\] (23)

will be said to be admissible if and only if the following conditions are satisfied:

1. For every choice of strings \( s, t ∈ Σ^* \) it holds that
   \[
   ∑_{a ∈ A} φ(s(x,a)t) = φ(st) \quad \text{and} \quad ∑_{b ∈ B} φ(s(y,b)t) = φ(st)
   \] (24)
   for every \( x ∈ X \) and \( y ∈ Y. \)
2. For every choice of strings \( s, t ∈ Σ^*, \) it holds that
   \[
   φ(s(x,a)(x,a')t) = 0 \quad \text{and} \quad φ(s(y,b)(y,b')t) = 0
   \] (25)
   for every choice of \( x ∈ X \) and \( a, a' ∈ A \) satisfying \( a \neq a', \) and every choice of \( y ∈ Y \) and \( b, b' ∈ B \) satisfying \( b \neq b', \) respectively.
3. For all strings \( s, t ∈ Σ^* \) satisfying \( s \sim t \) it holds that \( φ(s) = φ(t). \)

Along similar lines, a function of the form

\[
φ : Σ^≤ k → C
\] (26)

is said to be admissible if and only if the same conditions listed above hold, provided that \( s \) and \( t \) are sufficiently short so that \( φ \) is defined on the arguments indicated within each condition.

Finally, for each positive integer \( k \) (representing a level of approximation in the hierarchy to be constructed), we consider the set of all block matrices of the form

\[
M^{(k)} = \begin{pmatrix}
M^{(k)}_{1,1} & \cdots & M^{(k)}_{1,m} \\
\vdots & \ddots & \vdots \\
M^{(k)}_{m,1} & \cdots & M^{(k)}_{m,m}
\end{pmatrix},
\] (27)

where each of the blocks takes the form

\[
M^{(k)}_{i,j} : Σ ≤ k × Σ ≤ k → C,
\] (28)

and for which the following conditions are satisfied:
1. For every choice of \( i, j \in \{1, \ldots, m\} \), there exists an admissible function
\[
\phi_{i,j} : \Sigma^{\leq 2k} \to \mathbb{C}
\]
such that
\[
M^{(k)}_{i,j}(s,t) = \phi_{i,j}(s^R t)
\]
for every choice of strings \( s, t \in \Sigma^{\leq k} \). (Here, the notation \( s^R \) means the reverse of the string \( s \).)

2. It holds that
\[
M^{(k)}_{1,1}(\varepsilon, \varepsilon) + \cdots + M^{(k)}_{m,m}(\varepsilon, \varepsilon) = 1.
\]

3. The matrix \( M^{(k)} \) is positive semidefinite.

Matrices of the form (27) obeying the listed constraints will be called \( k \)-th order admissible matrices. For such a matrix, we write \( M^{(k)}(s,t) \) to denote the \( m \times m \) complex matrix
\[
M^{(k)}(s,t) = \begin{pmatrix}
M^{(k)}_{1,1}(s,t) & \cdots & M^{(k)}_{1,m}(s,t) \\
\vdots & \ddots & \vdots \\
M^{(k)}_{m,1}(s,t) & \cdots & M^{(k)}_{m,m}(s,t)
\end{pmatrix},
\]
for each choice of strings \( s, t \in \Sigma^{\leq k} \). With respect to this notation, the second and third conditions on \( M^{(k)} \) imply that \( M^{(k)}(\varepsilon, \varepsilon) \) is an \( m \times m \) density matrix.

We observe that an optimization over all \( k \)-th order admissible matrices can be represented by a semidefinite program: a matrix of the form (27) is a \( k \)-th order admissible matrix if and only if it is positive semidefinite and satisfies a finite number of linear constraints imposed by the first two conditions on \( M^{(k)} \). In particular, for an extended nonlocal game \( G = (\pi, V) \), where \( \pi \) is a distribution over \( X \times Y \) and \( V \) is a function \( V : A \times B \times X \times Y \to \text{Herm}(\mathbb{C}^m) \), one may consider the maximization of the quantity
\[
\sum_{x,y,a,b} \pi(x,y) \left( V(a,b|x,y), M^{(k)}((x,a),(y,b)) \right)
\]
subject to \( M^{(k)} \) being a \( k \)-th order admissible matrix.

We also note that the hierarchy of Navascués, Pironio, and Acín corresponds precisely to the \( m = 1 \) case of the hierarchy just described.

**Convergence of the extended NPA hierarchy**

Now, for a fixed choice of sets \( X, Y, A, \) and \( B \), as well as positive integers \( m \) and \( k \), let us consider the set of all functions of the form
\[
K : A \times B \times X \times Y \to L(\mathbb{C}^m)
\]
for which there exists a \( k \)-th order admissible matrix \( M^{(k)} \) that satisfies
\[
K(a,b|x,y) = M^{(k)}((x,a),(y,b))
\]
for every \( x \in X, y \in Y, a \in A, \) and \( b \in B \).

The set of all such functions will be called \( k \)-th order pseudo commuting measurement assemblages.
\textbf{Theorem 3.1.} Let $X$, $Y$, $A$, and $B$ be finite sets, let $m$ be a positive integer, and let
\[ K : A \times B \times X \times Y \to \mathbb{L}(\mathbb{C}^m) \]
be a function. The following statements are equivalent:

1. The function $K$ is a commuting measurement assemblage.
2. The function $K$ is a $k$-th order pseudo commuting measurement assemblage for every positive integer $k$.

\textit{Proof.} The simpler implication is that statement 1 implies statement 2. Under the assumption that statement 1 holds, it must be that $K$ is defined by a strategy in which Alice and Bob use projective measurements, $\{A_a^z : a \in A\}$ for Alice and $\{B_b^y : b \in B\}$ for Bob, on a shared Hilbert space $\mathcal{H}$, along with a pure state $u \in \mathcal{R} \otimes \mathcal{H}$. Let $u_1, \ldots, u_m \in \mathcal{H}$ be vectors for which
\[ u = \sum_{j=1}^m e_j \otimes u_j. \]
Also let $\Pi_c^z$ denote $A_a^z$ if $z \in X$ and $c \in A$, or $B_b^y$ if $z \in Y$ and $c \in B$. With respect to this notation, one may consider the $k$-th order admissible matrix $M^{(k)}$ defined by
\[ M_{i,j}^{(k)}(s,t) = \phi_{i,j}(s^k t), \]
where the functions $\{\phi_{i,j}\}$ are defined as
\[ \phi_{i,j}((z_1, c_1) \cdots (z_t, c_t)) = u_i^* \Pi_{c_1}^z \cdots \Pi_{c_t}^z u_j \]
for every string $(z_1, c_1) \cdots (z_t, c_t) \in \Sigma^{\leq 2k}$. A verification reveals that this matrix is consistent with $K$, and therefore $K$ is a $k$-th order pseudo commuting measurement assemblage.

The more difficult implication is that statement 2 implies statement 1. The basic methodology of the proof is similar to the $m = 1$ case proved in [32], and we will refer to arguments made in that paper when they extend to the general case. For every positive integer $k$, let $M^{(k)}$ be a $k$-th order admissible matrix satisfying $K(a, b| x, y) = M^{(k)}((x, a), (y, b))$ for every $x \in X$, $y \in Y$, $a \in A$, and $b \in B$.

First, one may observe that for every choice of $k \geq 1$, it holds that
\[ \left| M_{i,j}^{(k)}(s,t) \right| \leq 1 \]
for every choice of $i, j \in \{1, \ldots, m\}$ and $s, t \in \Sigma^{\leq k}$. To see that this is so, observe first that
\[ \left| M_{i,j}^{(k)}(s,t) \right| \leq \sqrt{M_{i,i}^{(k)}(s,s)} \sqrt{M_{j,j}^{(k)}(t,t)} \]
for each $i, j \in \{1, \ldots, m\}$ and $s, t \in \Sigma^*$, which is a consequence of the fact that each $2 \times 2$ submatrix
\[ \begin{pmatrix} M_{i,j}^{(k)}(s,s) & M_{i,j}^{(k)}(s,t) \\ M_{j,i}^{(k)}(t,s) & M_{j,i}^{(k)}(t,t) \end{pmatrix} \]
of $M^{(k)}$ is positive semidefinite. It therefore suffices to prove that
\[ M_{i,j}^{(k)}(s,s) \leq 1 \]
for every $i \in \{1, \ldots, m\}$ and $s \in \Sigma^k$. The bound (43) may be proved by induction on the length of $s$. For the base case, one has that $M_{i,j}^{(k)}(\epsilon, \epsilon) \leq 1$ by the constraint (31), along with the fact that the diagonal entries of $M^{(k)}$ are nonnegative. For the general case, one has that for any string $t \in \Sigma^*$ and any choice of $(z,c) \in \Sigma$, it holds that

$$M_{i,j}^{(k)}((z,c)t, (z,c)t) \leq \sum_d M_{i,j}^{(k)}((z,d)t, (z,d)t) = \sum_d \phi_{i,j}^{(k)}(t^k(z,d)(z,d)t) = \sum_d \phi_{i,j}^{(k)}(t^k(z,d)t) = \phi_{i,j}^{(k)}(t^k t) = M_{i,j}^{(k)}(t, t),$$

(44)

where the sums are over all $d \in A$ or $d \in B$ depending on whether $z \in X$ or $z \in Y$, respectively. By the hypothesis of induction the required bound (43) follows.

Next, reasoning in the same way as (32) through the use of the Banach–Alaoglu theorem, one finds that there must exist an infinite matrix of the form

$$M = \begin{pmatrix} M_{1,1} & \cdots & M_{1,m} \\ \vdots & \ddots & \vdots \\ M_{m,1} & \cdots & M_{m,m} \end{pmatrix},$$

(45)

where

$$M_{i,j} : \Sigma^* \times \Sigma^* \to \mathbb{C}$$

(46)

for each $i, j \in \{1, \ldots, m\}$, satisfying similar constraints to the finite matrices $M^{(k)}$. In particular, it must hold that

$$M_{i,j}(s,t) = \phi_{i,j}(s^k t)$$

(47)

for a collection of admissible functions $\{\phi_{i,j}\}$ taking the form

$$\phi_{i,j} : \Sigma^* \to \mathbb{C},$$

(48)

it must hold that all finite submatrices of $M$ are positive semidefinite, and it must hold that $M_{1,1}(\epsilon, \epsilon) + \cdots + M_{m,m}(\epsilon, \epsilon) = 1$. Consequently, there must exist a collection of vectors

$$\{ u_{i,s} : i \in \{1, \ldots, m\}, s \in \Sigma^* \} \subset \mathcal{H}$$

(49)

chosen from a (separable) Hilbert space $\mathcal{H}$ for which it holds that

$$M_{i,j}(s,t) = \langle u_{i,s}, u_{j,t} \rangle$$

(50)

for every choice of $i, j \in \{1, \ldots, m\}$ and $s, t \in \Sigma^*$. Furthermore, it must hold that

$$K(a, b|x, y) = M((x, a), (y, b))$$

(51)

where, as for the matrices $M^{(k)}$, we write

$$M(s,t) = \begin{pmatrix} M_{1,1}(s,t) & \cdots & M_{1,m}(s,t) \\ \vdots & \ddots & \vdots \\ M_{m,1}(s,t) & \cdots & M_{m,m}(s,t) \end{pmatrix}$$

(52)

for each $s, t \in \Sigma^*$. There is no loss of generality in assuming $\mathcal{H}$ is spanned by the vectors (49), for otherwise $\mathcal{H}$ can simply be replaced by the (possibly finite-dimensional) subspace spanned by these vectors.
Now we will define a commuting measurement strategy for Alice and Bob certifying that $K$ is a commuting measurement assemblage. The state initially prepared by Alice and Bob, and shared with the referee, will be the pure state corresponding to the vector

$$u = \sum_{j=1}^{m} e_j \otimes u_{j,\epsilon} \in \mathbb{C}^m \otimes \mathcal{H}.$$  \hspace{1cm} (53)

This is a unit vector, as a calculation reveals:

$$\|u\|^2 = \sum_{j=1}^{m} \langle u_{j,\epsilon}, u_{j,\epsilon} \rangle = M_{1,1}(\epsilon, \epsilon) + \cdots + M_{m,m}(\epsilon, \epsilon) = 1.$$  \hspace{1cm} (54)

Next we define projective measurements on $\mathcal{H}$ for Alice and Bob. For each $(z, c) \in \Sigma$, define $\Pi_c^z$ to be the projection operator onto the span of the set

$$\{u_{j,(z,c)} : j \in \{1, \ldots, m\}, s \in \Sigma^* \}. \hspace{1cm} (55)$$

It must, of course, be proved that these projections do indeed form projective measurements, and that Alice’s measurements commute with Bob’s. Toward these goals, consider any choice of $i, j \in \{1, \ldots, m\}, s, t \in \Sigma^*$, and $(z, c) \in \Sigma$, and observe that

$$\langle u_{i,(z,c)}t, u_{j,(z,c)}s \rangle = M_{i,j}((z,c)t, (z,c)s) = M_{i,j}((z,c)t, (z,c)s) = \langle u_{i,(z,c)}t, u_{j,(z,c)}s \rangle.$$  \hspace{1cm} (56)

It follows that $u_{j,(z,c)}t$ and $u_{j,(z,c)}s$ have the same inner product with every vector in the image of $\Pi_c^z$. As every vector in the orthogonal complement of the image of $\Pi_c^z$ is obviously orthogonal to $u_{j,(z,c)}s$, as this vector is contained in the image of $\Pi_c^z$, it follows that

$$\Pi_c^zu_{j,s} = u_{j,(z,c)s}.$$  \hspace{1cm} (57)

This formula greatly simplifies the required verifications. For instance, one has

$$\langle u_{i,(z,c)}t, u_{j,(z,d)}s \rangle = M_{i,j}((z,c)t, (z,d)s) = \phi_{i,j}(t^s(z,c)s) = \phi_{i,j}(t^s(z,c)s) = \langle u_{i,(z,c)}t, u_{j,(z,c)s} \rangle.$$  \hspace{1cm} (58)

for all $i, j \in \{1, \ldots, m\}, s, t \in \Sigma^*$, and $(z, c), (z, d) \in \Sigma$ for which $c \neq d$, and therefore $\Pi_c^z \Pi_d^z = 0$ whenever $(z, c), (z, d) \in \Sigma$ satisfy $c \neq d$. For each $x \in X$, and each $i, j \in \{1, \ldots, m\}$ and $s, t \in \Sigma^*$, it holds that

$$\sum_{a \in A} \langle u_{i,s}, \Pi_a^x u_{j,t} \rangle = \sum_{a \in A} \langle u_{i,s} \Pi_a^x u_{j,t} \rangle = \sum_{a \in A} \phi_{i,j}(s^a(x,a)t) = \phi_{i,j}(s^a t) = \langle u_{i,s}, u_{j,t} \rangle$$  \hspace{1cm} (59)

and therefore

$$\sum_{a \in A} \Pi_a^x = 1,$$  \hspace{1cm} (60)

for each $x \in X$, and along similar lines one finds that

$$\sum_{b \in B} \Pi_b^y = 1$$  \hspace{1cm} (61)

for each $y \in Y$. Finally, for every $i, j \in \{1, \ldots, m\}, s, t \in \Sigma^*, (x, a) \in \Sigma_A$, and $(y, b) \in \Sigma_B$ we have

$$\langle u_{i,s}, \Pi_a^x \Pi_b^y u_{j,t} \rangle = \langle u_{i,(x,a)s}, u_{j,(y,b)t} \rangle = \phi_{i,j}(s^a(x,a)(y,b)t) = \phi_{i,j}(s^b(y,b)(x,a)t) = \langle u_{i,(y,b)s}, u_{j,(x,a)t} \rangle = \langle u_{i,s}, \Pi_b^y \Pi_a^x u_{j,t} \rangle,$$  \hspace{1cm} (62)
and therefore $[\Pi_x^a, \Pi_y^b] = 0$.

It remains to observe that the strategy represented by the pure state $u$ and the projective measurements $\{\Pi_x^a\}$ and $\{\Pi_y^b\}$ yields the commuting measurement assemblage $K$. This is also evident from the equation (57), as one has

$$M_{i,j}((x,a), (y,b)) = \langle u_{i,(x,a)}, u_{j,(y,b)} \rangle = \langle \Pi_{i,a}^x \Pi_{j,b}^y, u_{i,a} u_{j,b}^* \rangle,$$

and therefore

$$K(a,b|x,y) = \text{Tr}_H \left( (1 \otimes \Pi_x^a \Pi_y^b) uu^* \right)$$

for every choice of $x \in X, y \in Y, a \in A,$ and $b \in B$. \hfill \Box

4 Monogamy-of-entanglement games

As suggested in the introduction, a monogamy-of-entanglement game is specified by a pair $G = (\pi, R)$ where $\pi : X \to [0, 1]$ is a probability vector defined over a finite, nonempty set $X$ and $R$ is a function of the form $R : A \times X \to \text{Pos}(C^m)$ satisfying

$$\sum_{a \in A} R(a|x) = 1$$

for every $x \in X$, where $A$ is a finite and nonempty set. The function $R$ specifies a collection of measurements, one for each choice of $x \in X$, each having outcomes in $A$.

Recall that in a monogamy-of-entanglement game, Alice and Bob prepare a state, and then share it with the referee. The referee randomly selects a single question $x \in X$, performs a measurement $\{R(a|x) : a \in A\}$ on its portion of the shared state, and then sends $x$ to both Alice and Bob. The game is won if and only if the responses that Alice and Bob give agree with the outcome of the referee’s measurement.

Because Alice and Bob only win when their output is the same, the optimal winning probability for an entangled strategy making use of a specific choice of measurements $\{A_x^a\}$ and $\{B_y^b\}$ for Alice and Bob is given by

$$\omega(G) = \max_{f : X \to A} \left\| \sum_{x \in X} \pi(x) \sum_{a \in A} R(f(x)|x) \otimes A_x^a \otimes B_x^b \right\|.$$ \hfill (66)

The unentangled value of a monogamy-of-entanglement game may be expressed as

$$\omega(G) = \max_{f : X \to A} \left\| \sum_{x \in X} \pi(x) R(f(x)|x) \right\|.$$ \hfill (67)

As an example of a monogamy-of-entanglement game, we consider the BB84 monogamy game, which was also introduced in [25].

**Example 4.1 (BB84 monogamy game).** Let $m = 2$, let $X = A = \{0,1\}$, and define

$$R(0|0) = |0\rangle\langle 0|, \quad R(1|0) = |1\rangle\langle 1|,$$

$$R(0|1) = |+\rangle\langle +|, \quad R(1|1) = |--\rangle\langle --|.$$ \hfill (68)

Also define $\pi(0) = \pi(1) = 1/2$, and define the BB84 monogamy-of-entanglement game $G_{\text{BB84}} = (\pi, R)$. It was observed in [25] that

$$\omega(G_{\text{BB84}}) = \omega^*(G_{\text{BB84}}) = \cos^2(\pi/8).$$ \hfill (69)
Entangled versus unentangled strategies for monogamy-of-entanglement games

The phenomenon that entanglement does not help in the BB84 monogamy-of-entanglement game is not limited to that game. We show that for any monogamy-of-entanglement game $G$ for which $|X| = 2$, it must hold that $\omega(G) = \omega^*(G)$.

**Theorem 4.1.** Let $G$ be any monogamy-of-entanglement game for which it holds that the question set $X$ satisfies $|X| = 2$. It holds that

$$\omega(G) = \omega^*(G).$$

**Proof.** It is evident that $\omega(G) \leq \omega^*(G)$, as this is so for every monogamy-of-entanglement game, so it remains to prove the reverse inequality.

Assume without loss of generality that $X = \{0, 1\}$, assume that $G = (\pi, R)$ for $\pi(0) = \lambda$ and $\pi(1) = 1 - \lambda$. Consider any choice of projective measurements

$$\{ A^0_a : a \in A \} \text{ and } \{ A^1_a : a \in A \}$$

on $A$ for Alice and

$$\{ B^0_a : a \in A \} \text{ and } \{ B^1_a : a \in A \}$$

on $B$ for Bob. The winning probability for a strategy using these measurements is given by

$$\left\| \lambda \sum_{a \in A} R(a|0) \otimes A^0_a \otimes B^0_a + (1 - \lambda) \sum_{a \in A} R(a|1) \otimes A^1_a \otimes B^1_a \right\|$$

for an optimal choice of the initial state. For any choice of positive semidefinite operators $P \leq Q$ it holds that $\|P\| \leq \|Q\|$, from which it follows that (73) is upper-bounded by

$$\left\| \lambda \sum_{a \in A} R(a|0) \otimes A^0_a \otimes 1 + (1 - \lambda) \sum_{b \in A} R(b|1) \otimes 1 \otimes B^1_b \right\|$$

$$= \left\| \lambda \sum_{a \in A} R(a|0) \otimes A^0_a \otimes B^1_b + (1 - \lambda) \sum_{b \in A} R(b|1) \otimes A^0_a \otimes B^1_b \right\|$$

$$= \max_{a,b \in A} \left\| \lambda R(a|0) + (1 - \lambda)R(b|1) \right\|.$$

The third equality follows from the fact that $\{ A^0_a \otimes B^1_b : a, b \in A \}$ is a collection of pairwise orthogonal projection operators. The final expression of (74) is equal to the unentangled value $\omega(G)$ of $G$. Because the projective measurements (71) and (72) were chosen arbitrarily, and every entangled strategy is equivalent to one in which Alice and Bob use projective measurements, it follows that $\omega^*(G) \leq \omega(G)$ as required.

An operational interpretation of this result was suggested to us by Thomas Vidick. To convert a quantum strategy into a classical strategy, we can assign one question to each player (say 0 to Alice and 1 to Bob). Even before the referee asks the question, Alice can measure her part of the state with $\{ A^0_a \}$ and Bob with $\{ B^1_a \}$. They exchange their answers and then are separated. If the referee asks the question 0 (or 1) then they answer according to Alice (respectively Bob).

It turns out that monogamy-of-entanglement games for which there are more than two questions can exhibit an advantage of entangled over unentangled strategies. The following example describes such a game.
Example 4.2. Let $\zeta = e^{\frac{2\pi i}{3}}$ and consider the following four mutually unbiased bases:

$B_0 = \{ |0\rangle, |1\rangle, |2\rangle \}$,

$B_1 = \left\{ \frac{|0\rangle + |1\rangle + |2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta^2|1\rangle + \zeta|2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta|1\rangle + \zeta^2|2\rangle}{\sqrt{3}} \right\}$,

$B_2 = \left\{ \frac{|0\rangle + |1\rangle + \zeta|2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta^2|1\rangle + \zeta|2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta|1\rangle + \zeta^2|2\rangle}{\sqrt{3}} \right\}$,

$B_3 = \left\{ \frac{|0\rangle + |1\rangle + \zeta^2|2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta^2|1\rangle + |2\rangle}{\sqrt{3}}, \frac{|0\rangle + \zeta|1\rangle + \zeta|2\rangle}{\sqrt{3}} \right\}$.  \hspace{1cm} (75)

Define a monogamy-of-entanglement game $G = (\pi, R)$ so that

$\pi(0) = \pi(1) = \pi(2) = \pi(3) = \frac{1}{4}$ \hspace{1cm} (76)

and $R$ is such that

$\{ R(0|x), R(1|x), R(2|x) \}$ \hspace{1cm} (77)

represents a measurement with respect to the basis $B_x$, for each $x \in \{0, 1, 2, 3\}$. An exhaustive search over all unentangled strategies reveals that

$\omega(G) = \frac{3 + \sqrt{5}}{8} \approx 0.6545$, \hspace{1cm} (78)

while a computer search over quantum strategies has revealed that

$\omega^*(G) \geq 0.660986$, \hspace{1cm} (79)

which is strictly larger than the unentangled value of this game. (This strategy is available for download from the software repository [38]. We do not know if this strategy is optimal—the first level of the extended NPA hierarchy of Section 3 gives an upper bound of $2/3$ on the commuting measurement value of this game.)

Parallel repetition of monogamy-of-entanglement games

Tomamichel, Fehr, Kaniewski, and Wehner [25] proved the following upper bound on the value of monogamy-of-entanglement games when they are repeated in parallel, under the assumption that the distribution $\pi$ is uniform over the question set $X$. They also proved that this bound is tight for the BB84 monogamy-of-entanglement game.

Theorem 4.2 (Tomamichel, Fehr, Kaniewski, and Wehner). Let $G = (\pi, R)$ be a monogamy-of-entanglement game for which $\pi$ is uniform over $X$, define

$c(G) = \max_{x,y \in X} \max_{a,b \in A} \left\| R(a|x) \sqrt{R(b|y)} \right\|^2$, \hspace{1cm} (80)

and let $G^n$ denote the game $G$ played $n$ times in parallel. It holds that

$\omega^*(G^n) \leq \left( \frac{1}{|X|} + \frac{|X| - 1}{|X|} \sqrt{c(G)} \right)^n$. \hspace{1cm} (81)
We prove that this bound is, in fact, tight for all monogamy-of-entanglement games for which \(|X| = 2\), the questions are chosen uniformly, and the referee’s measurements are projective. This is a consequence of the following proposition.

**Proposition 4.1.** Let \( G = (\pi, R) \) be a monogamy-of-entanglement game for which \(|X| = \{0, 1\}\), \( \pi \) is uniform over \( X \), and \( R(a|x) \) is a projection operator for each \( x \in X \) and \( a \in A \). It holds that

\[
\omega(G) = \frac{1}{2} + \frac{1}{2} \max_{a, b \in A} \left\| R(a|0) R(b|1) \right\|.
\]  

(82)

The proof of this proposition makes use of the following lemma.

**Lemma 4.1.** Let \( \Pi_0 \) and \( \Pi_1 \) be nonzero projection operators on \( \mathbb{C}^n \). It holds that

\[
\| \Pi_0 + \Pi_1 \| = 1 + \| \Pi_0 \Pi_1 \|.
\]  

(83)

**Proof.** For every choice of unit vectors \( u_0, u_1 \in \mathbb{C}^n \), one has the formula

\[
\| u_0 u_0^* + u_1 u_1^* \| = 1 + |\langle u_0, u_1 \rangle|,
\]  

(84)

which follows from the observation that the Hermitian operator \( u_0 u_0^* + u_1 u_1^* \) has (at most) two nonzero eigenvalues \( 1 \pm |\langle u_0, u_1 \rangle| \). Letting \( S, S_0, \) and \( S_1 \) denote the unit spheres in the spaces \( \mathbb{C}^n, \) \( \text{im}(\Pi_0) \), and \( \text{im}(\Pi_1) \), respectively, one has

\[
\| \Pi_0 + \Pi_1 \| = \max \left\{ v^* (\Pi_0 + \Pi_1) v : v \in S \right\}
\]

\[
= \max \left\{ \| \Pi_0 v \|^2 + \| \Pi_1 v \|^2 : v \in S \right\}
\]

\[
= \max \left\{ |\langle u_0, v \rangle|^2 + |\langle u_1, v \rangle|^2 : v \in S, u_0 \in S_0, u_1 \in S_1 \right\}
\]

\[
= \max \left\{ v^* (u_0 u_0^* + u_1 u_1^*) v : v \in S, u_0 \in S_0, u_1 \in S_1 \right\}
\]

\[
= \max \left\{ \| u_0 u_0^* + u_1 u_1^* \| : u_0 \in S_0, u_1 \in S_1 \right\}
\]

\[
= \max \left\{ 1 + |\langle u_0, u_1 \rangle| : u_0 \in S_0, u_1 \in S_1 \right\}
\]

\[
= 1 + \| \Pi_0 \Pi_1 \|,
\]  

(85)

which proves the lemma.

**Proof of Proposition 4.1.** We observe that the unentangled value of \( G \) is given by

\[
\omega(G) = \max_{a, b \in A} \left\| \frac{R(a|0) + R(b|1)}{2} \right\| = \frac{1}{2} + \frac{1}{2} \max_{a, b \in A} \left\| R(a|0) R(b|1) \right\|
\]  

(86)

as claimed.

The reason that the proposition just proved implies the tightness of the bound in Theorem 4.2 for a monogamy-of-entanglement game of the type specified in Proposition 4.1 is that Alice and Bob can simply play, \( n \) times in parallel, an optimal strategy for \( G \). This implies that

\[
\omega^n(G) \geq \omega(G^n) \geq \left( \frac{1}{2} + \frac{1}{2} \max_{a, b \in A} \left\| R(a|0) R(b|1) \right\| \right)^n = \left( \frac{1}{2} + \sqrt{\omega(G)} \right)^n,
\]  

(87)

which matches the upper-bound of Theorem 4.2.
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