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IntroductionIntroduction
Typical search engines treat natural language questions as lists ofTypical search engines treat natural language questions as lists of
terms and retrieve documents similar to the original query.terms and retrieve documents similar to the original query.

What is a hard disk?What is a hard disk?
““Hard Disk: One or more rigid magnetic .. bla bla bla.. , used toHard Disk: One or more rigid magnetic .. bla bla bla.. , used to
store datastore data…”…”
{hard disk AND {hard disk AND ““used toused to””}, etc.}, etc.

TRITUS automatically learns to transform natural languageTRITUS automatically learns to transform natural language
questions into queries expected to retrieve answers to thequestions into queries expected to retrieve answers to the
question using a given search engine.question using a given search engine.
At run-time, TRITUS starts with a Natural Language Question andAt run-time, TRITUS starts with a Natural Language Question and
returns the documents that (are likely to) contain answers to thereturns the documents that (are likely to) contain answers to the
question.question.
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The TRITUS SystemThe TRITUS System
PROBLEM STATEMENT:PROBLEM STATEMENT:

Retrieving a Retrieving a reasonable-sized set of documentsreasonable-sized set of documents that that
must contain an must contain an answeranswer to a given question. to a given question.

TERMS:TERMS:
QQNLNL  -- Natural Language Query/QuestionNatural Language Query/Question
qq11,,……,,qqmm- - Queries for QQueries for QNL NL QueriesQueries
SESE - - Search Engine (Google & Alta-Vista)Search Engine (Google & Alta-Vista)
QPQP -- Question PhraseQuestion Phrase
CTCT -- Candidate TransformCandidate Transform
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Overview of the ProblemOverview of the Problem

The TRITUS SystemThe TRITUS System
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The TRITUS SystemThe TRITUS System
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Training TRAITUSTraining TRAITUS
SELECTING QUESTION PHRASESSELECTING QUESTION PHRASES

The TRITUS SystemThe TRITUS System

 Training Data is Question-Answer Pairs fromTraining Data is Question-Answer Pairs from
FAQ.FAQ.

 Compute frequency of all Compute frequency of all n-gramsn-grams (phrases) of (phrases) of
length length minQtokensminQtokens to  to maxQtokensmaxQtokens words. words.

 All All n-gramsn-grams are anchored at the beginning of are anchored at the beginning of
the question.the question.

 At least At least minQPhrCountminQPhrCount times. times.
 (^what ((^what (is|are)\sis|are)\s) | (^who () | (^who (is|are)\sis|are)\s))

|(^how (|(^how (do|can)\sdo|can)\s) | (^where () | (^where (is|can)\sis|can)\s))
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Training TRAITUSTraining TRAITUS
GENERATING AND FILTERINGGENERATING AND FILTERING

CANDIDATE TRANSFORMSCANDIDATE TRANSFORMS

The TRITUS SystemThe TRITUS System

 Generate all Candidate TransformsGenerate all Candidate Transforms
 Filter Candidate transforms as follows:Filter Candidate transforms as follows:

 Discard CTs with nounsDiscard CTs with nouns
 Discard CTs with category count < catSupportDiscard CTs with category count < catSupport
 Keep maxPhrCount with minAPhrCount frequencyKeep maxPhrCount with minAPhrCount frequency

 Apply IR techniques to calculate termApply IR techniques to calculate term
weights to rank the Candidate Transformsweights to rank the Candidate Transforms
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Generate all Candidate TransformsGenerate all Candidate Transforms

•• Each pair is also assigned a FAQCategoryEach pair is also assigned a FAQCategory
•• Tagged collection with part of speech [BrillTagged collection with part of speech [Brill

1992]1992]
•• For each pair of QA, where prefix of QFor each pair of QA, where prefix of Q

matches QP, all possible potential answersmatches QP, all possible potential answers
are generated.are generated.

•• All All n-gramsn-grams of length  of length minAtokensminAtokens to to
maxAtokensmaxAtokens words, starting at every word words, starting at every word
boundary in the first boundary in the first maxLenmaxLen bytes of the bytes of the
Answer text.Answer text.
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Filtering Candidate TransformsFiltering Candidate Transforms

 Discard CTs with nouns Discard CTs with nouns ––  This is done toThis is done to
avoid changing the intended topic of theavoid changing the intended topic of the
query.query.

 Discard CTs with category count <Discard CTs with category count <
catSupport catSupport ––  This is done to avoidThis is done to avoid
domain specific transforms.domain specific transforms.

 Keep maxPhrCount with minAPhrCountKeep maxPhrCount with minAPhrCount
frequency frequency ––  Done to make the followingDone to make the following
steps computationally less expensive.steps computationally less expensive.
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Weighting and Ranking of Candidate TransformsWeighting and Ranking of Candidate Transforms

(r + 0.5) / (R – r + 0.5)_____________________________
(n – r + 0.5) / (N – n – R + r + 0.5)

wi   =   log

Relevance Based Term Weight (wi) for tri

Co-occurrence count of tri with QP (qtfi)

wtri = qtfi . wi

Term selection weight of tri (wtri)
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Training TRAITUSTraining TRAITUS
Weighting and Ranking of Candidate TransformsWeighting and Ranking of Candidate Transforms

(r + 0.5) / (R – r + 0.5)_____________________________
(n – r + 0.5) / (N – n – R + r + 0.5)

wi   =   log

Relevance Based Term Weight (wi) for tri

NNN-RN-RRR

N-nN-nN-N-n-R+rn-R+rR-rR-rNot containing theNot containing the
termterm

nnn-rn-rrrContaining the termContaining the term

Non-RelevantNon-RelevantRelevantRelevant

N N –– number of documents in the collection. number of documents in the collection.
n n –– number of documents containing term. number of documents containing term.
R R –– number of relevant documents. number of relevant documents.
r r –– number of relevant documents containing term. number of relevant documents containing term.
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Weighting and Ranking of Candidate TransformsWeighting and Ranking of Candidate Transforms

Candidate Transforms are sorted into bucketsCandidate Transforms are sorted into buckets

128.23128.23

110.39110.39

80.180.1

““usuallyusually””

““usedused””

““refersrefers””
11

298.89298.89

94.3494.34

81.381.3

““is ais a””

““of aof a””

““refers torefers to””
22

32.8932.89

23.4923.49

21.4321.43

““is used tois used to””

““according to theaccording to the””

““to use ato use a””
33

wtrwtriiCT CT trtriiTransform LengthTransform Length

Question Phrase Question Phrase ““what is awhat is a””
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Weighting and Re-Ranking using Search EnginesWeighting and Re-Ranking using Search Engines

AlgorithmAlgorithm for ranking a set of CTs for single QP and SE. for ranking a set of CTs for single QP and SE.
Procedure is repeated for all SEs and QPs.Procedure is repeated for all SEs and QPs.
Evaluate performance of each CT on Web Search EnginesEvaluate performance of each CT on Web Search Engines

Step1: Retrieve a set of QA pairs uniformly from FAQStep1: Retrieve a set of QA pairs uniformly from FAQ
           Categories.           Categories.

Step2: {QP C} to {C [AND,NEAR,..] trStep2: {QP C} to {C [AND,NEAR,..] trii } }
           Stop Word dictionary generated.           Stop Word dictionary generated.

Step3: Top 10 documents retrieved using Search Engine.Step3: Top 10 documents retrieved using Search Engine.
           These documents are analyzed in the following steps.           These documents are analyzed in the following steps.
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Weighting and Re-Ranking using Search EnginesWeighting and Re-Ranking using Search Engines

Step4(a): Document is broken into subdocuments.Step4(a): Document is broken into subdocuments.
  if   if subDocLensubDocLen = N, then starting positions are 0, = N, then starting positions are 0,

               N/2, N, 3.N/2,                N/2, N, 3.N/2, ……....

Step4(b): Step4(b): docScoredocScore(Answer,D)=(Answer,D)=MaxMaxii(BM25(BM25phrasephrase(Answer,SD(Answer,SDii))))

BM25phrase=

i=0

|Q|

wi
(k1+1)tfi (k3+1)qtfi

(K+tfi)(k3+qtfi)

k1 = 1.2, k3 = 1000, k = k1((1-b)+b.dl/avdl), b=0.5

dl is document length, avdl is average document length in terms

tfi is term frequency in the document.
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Training TRAITUSTraining TRAITUS

The TRITUS SystemThe TRITUS System

Weighting and Re-Ranking using Search EnginesWeighting and Re-Ranking using Search Engines

The weight for a term or a phrase t is calculated as follows:The weight for a term or a phrase t is calculated as follows:

wwtt    if    if wwtt is defined for  is defined for tt
    ww =     =    loglogIDF(t)IDF(t)    if    if wwtt is not defined but  is not defined but IDF(t)IDF(t)  isis

NumTerms(t).NumTerms(t).      log     logIDF(tIDF(tii))  otherwise  otherwise

Step5:Weight Step5:Weight WTWTii  of transform of transform trtrii is the average similarity between is the average similarity between
          the original training answers and the documents returned.          the original training answers and the documents returned.

Эti t

WTi =
<Q,A> docScore(A,Dtri 

)

Count(Dtri 
)
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The TRITUS SystemThe TRITUS System
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TRAITUS in actionTRAITUS in action

The TRITUS SystemThe TRITUS System

Run-Time query ReformulationRun-Time query Reformulation
Reformulate question with preference for longer phrases.Reformulate question with preference for longer phrases.
Corresponding Transforms and their weights are retrieved.Corresponding Transforms and their weights are retrieved.
Only Only numTransformsnumTransforms transforms are used. transforms are used.
All the documents using all the transforms are retrieved.All the documents using all the transforms are retrieved.

CommonTerms CommonTerms returns the number of non-stop termsreturns the number of non-stop terms
common between the transformed query and thecommon between the transformed query and the
subdocument.subdocument.

Score is calculated for each documentScore is calculated for each document
(max(maxCommonTermsCommonTerms) X (Weight of tr) X (Weight of trii) => Incremental if) => Incremental if
documents returned by more than one trdocuments returned by more than one trii..

Ranking is done based on the score and K top rankedRanking is done based on the score and K top ranked
documents are returned.documents are returned.
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The TRITUS SystemThe TRITUS System
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EXPERIMENTAL SETUPEXPERIMENTAL SETUP
Training TRITUSTraining TRITUS

30,000 QA pairs from 270 FAQ files on various subjects.30,000 QA pairs from 270 FAQ files on various subjects.
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EXPERIMENTAL SETUPEXPERIMENTAL SETUP
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EXPERIMENTAL SETUPEXPERIMENTAL SETUP
Retrieval Systems ComparedRetrieval Systems Compared
TREC QA evaluation was not used because answers areTREC QA evaluation was not used because answers are
not being retrieved and TRITUS is more generalnot being retrieved and TRITUS is more general
purpose system.purpose system.

1.1. Google Google (GO)(GO) search engine. search engine.
2.2. TRITUS optimized for Google TRITUS optimized for Google (TR-GO)(TR-GO)
3.3. AltaVista AltaVista (AV)(AV) search engine. search engine.
4.4. TRITUS optimized for AltaVista TRITUS optimized for AltaVista (TR-AV).(TR-AV).
5.5. Tritus over both Google and AltaVista Tritus over both Google and AltaVista (TR-ALL).(TR-ALL).
6.6. AskJeeves AskJeeves (AJ).(AJ).
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EXPERIMENTAL SETUPEXPERIMENTAL SETUP
Evaluation MetricsEvaluation Metrics

PRECISION:PRECISION: %age of relevant documents %age of relevant documents

HELPFULLNESS: HELPFULLNESS: %age of questions where system%age of questions where system
performs the best.performs the best.

MEAN RECIPROCAL RANK: MEAN RECIPROCAL RANK: Reciprocal rank isReciprocal rank is
reciprocal of highest rank of a relevant document.reciprocal of highest rank of a relevant document.
Mean Reciprocal Rank is the average ofMean Reciprocal Rank is the average of
Reciprocal Ranks for all evaluated queries.Reciprocal Ranks for all evaluated queries.
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EXPERIMENTAL SETUPEXPERIMENTAL SETUP
Evaluation Queries and Their Relevance JudgmentsEvaluation Queries and Their Relevance Judgments

1.1. Real User questions from the log of queries receivedReal User questions from the log of queries received
by the Excite search engine on 20by the Excite search engine on 20thth December, 1999. December, 1999.

2.2. 2.5 million queries, 290,000 Natural Language2.5 million queries, 290,000 Natural Language
Questions.Questions.

3.3. 90% questions estimated to be Where, What, How &90% questions estimated to be Where, What, How &
When.When.

4.4. Random sample of 50 questions chosen for each typeRandom sample of 50 questions chosen for each type
5.5. Top 10 URLs are retrieved for each System andTop 10 URLs are retrieved for each System and

mixed for the volunteers to evaluate.mixed for the volunteers to evaluate.
6.6. Volunteers are blind to the System.Volunteers are blind to the System.
7.7. Page is Page is ““goodgood””, , ““badbad”” or  or ““ignoreignore””..
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Evaluation ResultsEvaluation Results
Year 2000 EvaluationYear 2000 Evaluation

Average precision at K over
89 test queries, for varying
number of top documents
examined K.

Tritus consistently
outperforms the underlying
search engine that it is
based on, and Tritus-Google
is the best performing system
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Evaluation ResultsEvaluation Results
HELPFULLNESS over 89
test queries.

Multiple systems can
return most relevant.

Lower performing
systems on this metric
not very meaningful.

Year 2000 EvaluationYear 2000 Evaluation
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Evaluation ResultsEvaluation Results
Year 2000 EvaluationYear 2000 Evaluation

What How
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Evaluation ResultsEvaluation Results
Year 2000 EvaluationYear 2000 Evaluation

Where Who
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Evaluation ResultsEvaluation Results
Year 2002 EvaluationYear 2002 Evaluation

By Colleagues
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Evaluation ResultsEvaluation Results
Year 2002 EvaluationYear 2002 Evaluation

By CiteSeer
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Evaluation ResultsEvaluation Results
Year 2002 EvaluationYear 2002 Evaluation

Combined
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Evaluation ResultsEvaluation Results
Year 2002 EvaluationYear 2002 Evaluation

Average percentage of all(a), top 10(b), and relevant in top 10(c) documents contained
in top N documents returned for each original query by the underlying search engine
during the 2002 evaluation
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What How

Where Who
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Evaluation ResultsEvaluation Results
Year 2002 EvaluationYear 2002 Evaluation

Average precision for

(a) All 150 documents retrieved

(b) Top 10 documents using current re-ranking

(c) Top 10 documents using perfect re-ranking
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Future Work & SummaryFuture Work & Summary
Future WorkFuture Work

•• Existing methods for document extraction can beExisting methods for document extraction can be
implemented.implemented.

•• Phrase transforms that contain content words from thePhrase transforms that contain content words from the
question.question.

•• Dynamic transformation process.Dynamic transformation process.

SummarySummary

A method for learning query transformations thatA method for learning query transformations that
improves the ability to retrieve documents with answersimproves the ability to retrieve documents with answers
to natural language questions has been introduced.to natural language questions has been introduced.
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