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- HDFS - Hadoop’s 
File System that 
enables highly 
efficient parallel 
processing.

- Data ChunkingWhat about the overheads caused by the underlying OS File system?



Motivation
We care about these underlying File systems and wanted to test 
how they behave differently when given different workload and 
also speculate the possible reason of their behavior.
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What has been done?
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HDFS Architecture
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Interaction between HDFS and Linux file system
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Linux File Systems
- EXT3 - Third extended filesystem used by Linux kernel
- EXT4 - Fourth extended filesystem. Default used by Hadoop
- BtrFS - Butter FS is a modern CoW(Copy on Write) filesystem, initially 
implemented by Oracle.
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Directory Structure of EXT3
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Directory Structure of EXT3
▪ More fragmented data
▪ Issues with large files because of multiple pointers
▪ Traversing through the structure to find a filename takes longer
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Directory Structure of EXT4
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Directory Structure of EXT4
▪ Fragmentation is prevented by extents and delayed block allocation
▪ Saves the extent tree as a hashed B-Tree after the number of extents become 

more than 3
▪ Deletion of files does not take as long as ext3
▪ Due to hash structure, fast access to a file name by computing hash code.
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Directory Structure of BtrFS
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BtrFS - Copy on Write
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BtrFS - COW Btrees
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BtrFS - COW Btrees
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Experimental Setup
- 2 hadoop clusters with 1 NameNode and 2 DataNodes each
- File systems mounted on 512GB HDD partition
- On each cluster, generated 100GB data with two benchmarks: TPC-H & TPC-HS
- TPC-H is run on Apache Hive
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RQ1: How do different Filesystems affect 
Hadoop applications?

- Two application based benchmarks
- TPC-H

- Database queries
- Tests sequential I/O throughput

- TPC-HS
- Sorts Big Data
- Benchmark meant for Big Data Hadoop
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Results - TPC-HS

PAGE  20

- Btrfs performs better 
for Gen and Validate.

- Ext4 performs better 
for Sort.

- Ext3 underperforms  
amongst the three.



Results - TPC-H
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- Btrfs performs 
slightly better than 
ext4 in 90% of the 
queries

- Q9: complex join as 
well as aggregation 
inside the join.

- Q21: selecting from 
two different tables 
and checking if 
column exists or 
doesn’t exist



RQ2: How do different Filesystems perform 
with read-write operations on Hadoop?
- Microbenchmarking Hadoop with TestDFSIO

- Map tasks to Read or Write data
- Reduce tasks to collect statistics 
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Results - DFSIO
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RQ3: Which system calls take longer in the File 
System?

PAGE  24
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Results
- Strace findings from Node Manager
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Results
- Strace findings from DataNode
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Future Work
▪ Further exploration of the reason behind the behavioral difference between file 

systems using traces further down the OS stack.
▪ Expanding the scope of filesystems to other linux FS such as xfs.
▪ Configurations tuning for EXT4, BTRFS for performance improvement.
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