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AbstractÐRepressive governments are increasingly resorting to

Internet shutdowns to control the flow of information during

political unrest. In response, messaging apps built on top

of mobile-based mesh networks have emerged as important

communication tools for citizens and activists. While different

flavors of these apps exist, those featuring microblogging func-

tionalities are attractive for swiftly informing and mobilizing

individuals. However, most apps fail to simultaneously uphold

user anonymity while providing safe ways for users to build

trust in others and the messages flowing through the mesh.

We introduce Anix, a blackout-resistant app with two novel

features: remote trust establishment and anonymous message

endorsing. Anix also leverages a set of identity revocation prim-

itives for the fine-grained management of trust relationships

and to provide enhanced anonymity. Our evaluation of Anix

through comprehensive micro-benchmarks and simulations

showcases its practicality and resilience in shutdown scenarios.

1. Introduction

Aiming to control the narrative in times of political
unrest, an increasing number of repressive governments are
resorting to regional [1] or country-wide [2], [3] Internet
shutdowns. These shutdowns, also commonly referred to as
ªblackoutsº, deprive citizens of accessing the Internet for a
set period and have been observed to be instated from just
a few hours up to several weeks in a row [4], [5].

To reclaim their ability to communicate freely during
shutdowns, Internet users have resorted to delay-tolerant
messaging applications based on mobile mesh networks [6].
These applications, which we refer to as blackout-resistant

communication apps, convey messages in a ªgossipº fashion
between end-user equipment devices (often smartphones)
through wireless technologies such as Bluetooth and Wi-Fi
Direct [7], obviating the need for an active data connection
to relay messages. For this reason, these apps have become
an attractive tool not just for citizens in general, but also for
human rights activists interested in sharing information and
organizing urban protests [8]. After their popularization dur-
ing the 2014 pro-democracy outcries in Hong Kong (through
FireChat [9]), blackout-resistant communication apps (e.g.,
Briar [10], Bridgefy [11]) have been consistently improved,

scrutinized [12], [13], and used across multiple countries
upon the threats of Internet shutdowns [14], [15], [16].

In the context of activism scenarios, protesters should
be able to coordinate amongst themselves and/or expose
corruption while avoiding the risk of retaliation by part of
the censor. Given the important role of blackout-resistant
communication apps in fulfilling these goals, we argue that
such apps should strive to meet three core requisites. First,
the app should allow users to participate in the network
anonymously, i.e., a message should not be easily tied to a
user’s real identity so that users may avoid harassment or
prosecution due to dissent. Second, the app should provide
a one-to-many communication capability to enable the swift
sharing of information and facilitate the mobilization of
large groups of individuals [17], [18], [19]. Third, since in
this communication model any node is allowed to broadcast
a message, users should have a way to both gauge the
trustfulness of the messages they receive and be able to
verify their authenticity. This would enable users to correctly
prioritize messages and safely ignore those introduced by
rogue agents; in the past, nation-states have purposely spread
misinformation to foil the organization of protests [9], [20]
or intimidate citizens [21].

Despite numerous academic and non-academic propos-
als for blackout-resistant communication apps, their func-
tionalities are limited. After surveying prominent examples
(see §2), we find that few of them simultaneously address the
requisites mentioned above. For instance, while Moby [22]
and ASMesh [23] provide strong anonymity guarantees and
enable users to verify the authenticity of messages authored
by some trusted contact, they focus on one-to-one com-
munication, making it difficult to disseminate information
widely or coordinate large groups. Conversely, some popular
apps support one-to-many communication but do not offer
anonymity (e.g., Firechat), or fail to offer it despite multiple
attempts (e.g., Bridgefy [13]). To date, Rangzen [7] is the
only app that supports anonymous one-to-many communica-
tion, presenting users with a simple microblogging platform
that implements a message prioritization functionality.

Though Rangzen introduces a mutual friendship-based
trust scheme for prioritizing messages exchanged within
its microblogging platform, this scheme requires users to
manually exchange contact information and may fail to
reflect most users’ practical expectations. As it stands, there
is a significant disconnect between a message’s trust score

© 2025 IEEE.  Personal use of this material is permitted.  Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/
republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works.



and the perceived usefulness of the message’s content or
the trust deposited in the message’s author itself. Briefly,
a Rangzen node prioritizes a message by assigning it a
trust score proportional to the number of mutual friends
between itself and the node relaying that same message.
Unfortunately, this trust scheme may prevent potentially
useful messages authored by users outside a close circle
of friends from achieving notoriety, potentially impacting
the ability of the microblogging platform to raise awareness
about specific events. Also, the scheme does not allow a
user to gauge how a message is perceived by its own trusted
contacts at large (e.g., how many have ªupvotedº it).

In this paper, we propose Anix, a blackout-resistant
communication app designed to overcome the limitations
of previous work by introducing two new key features:
a remote trust establishment mechanism that allows users
to progressively build trust relationships with other users
across the mesh network without the need for in-person
interaction, and an anonymous message endorsing scheme,
enabling users to share their opinions on messages with their
trusted contacts while keeping their identity hidden from
the rest of the network. Additionally, Anix includes identity

revocation primitives that provide users with fine-grained
control over their trust relationships and offer stronger
anonymity guarantees, even if users are coerced or their
devices are compromised, aligning with other state-of-the-
art anonymous mesh networking solutions.

We implemented a prototype of Anix and evaluated its
practicality through a set of micro-benchmarks and simula-
tions that aim to reflect its operation in a (down-scaled)
city-wide environment. Our results reveal that Anix can
efficiently exchange messages and endorsements between
devices, while message exchange times still dominate over
Anix’s lightweight local operations on mobile devices. Our
simulations reveal that, even under active attack by a set
of adversary nodes that compose 2% of the overall network
and refuse to forward messages authored by legitimate users,
Anix messages can reach over 90% of users within 23
simulation steps (roughly equivalent to 23 hours).

Contributions. We summarize our contributions as follows:

• We survey prominent blackout-resistant mesh com-
munication apps, highlighting the disparities be-
tween their threat models and design features.

• We design Anix, a new blackout-resistant messaging
app that enables users to remotely establish and
manage trust relationships across the mesh network.

• We build an anonymous message endorsing system
that enables Anix users to prioritize messages based
on the perceptions of their trusted contacts.

• We develop a prototype of Anix [24] and evaluate
it via extensive micro-benchmarks and simulations.

2. Blackout-Resistant Messaging Apps

This section surveys the landscape of existing blackout-
resistant messaging apps and categorizes each solution ac-
cording to four different dimensions tied to their design and

operational characteristics. While there is a history of prior
blackout-resistant messaging apps [7], [22], [23], [25], [26],
most of them differ on a) the communication model they
support; b) the anonymity guarantees they provide; c) the
way they allow users to trust each other or the messages
flowing through the mesh, and; d) the ability for refreshing
user identities to recover from different attacks. Throughout
our analysis, we contrast the features provided by existing
blackout-resistant messaging apps, and make the case for
specific design goals we aim to achieve with Anix. We
also showcase how Anix fits amongst the existing solutions,
supported by a detailed comparison shown in Table 1.

2.1. Communication Models

Messaging apps can generally support three communi-
cation models: a) one-to-one (O2O), or private messaging,
in which two parties exchange messages directly between
each other across the mesh network; b) some-to-some (S2S),
or group messaging, in which two or more users exchange
messages in a way that only they can read them; c) one-

to-many (O2M), or broadcasting, in which a user sends
messages to every other user on the mesh at once (akin to
publicly posting on microblogging platforms such as X [27]
or Reddit [28]). As shown in Table 1, most prior solutions
are geared for a one-to-one or some-to-some scheme, in
which the mesh network is used as an infrastructure to
exchange private messages with other users.

Microblogging capabilities. Rangzen [7] is the single aca-
demic proposal for a blackout-resistant app that focuses
on offering a one-to-many messaging scheme. Other so-
lutions such as Bridgefy [11] and Firechat [9] support all
communication models, but are engineered to provide more
comprehensive support for specific models. For instance,
Firechat focuses on one-to-many messaging, while Bridgefy
focuses on one-to-one and some-to-some communications.

Communication scale. While solutions such as Perry et
al. [26] explore domain-specific optimizations for the effi-
cient dissemination of messages between pockets of users
who are densely packed within small areas, most blackout-
resistant messaging apps aim to deliver messages to large
community segments, typically comprising several thousand
mobile users throughout a city, with reasonable reliability.

Design goal 1. One-to-many messaging at city-wide scale,
while also supporting other communication models.

2.2. Anonymity Guarantees

In the context of mesh-based messaging apps, anonymity
can be mapped to three main attributes [23]: a) sender and

receiver anonymity (SRA), which requires the app to prevent
an adversary from linking a given message to its sender
and intended receiver(s); b) forward anonymity (FA), which
requires the app to uphold the sender and receiver anonymity
guarantees of older messages if the state of any of the parties
engaged in communication is compromised in the future;
and; c) post-compromise anonymity (PCA), which requires



TABLE 1. COMPARISON OF BLACKOUT-RESISTANT COMMUNICATION APPS. A GREEN CHECK MARK MEANS THE FEATURE IS FULLY PRESENT, AN

ORANGE ONE MEANS IT IS SOMEWHAT PRESENT OR CAN BE EASILY ADDED, AND A RED CROSS MEANS IT IS NOT PRESENT.

Application Communication Anonymity Trust System Revocable IDs

O2O S2S O2M SRA FA PCA DT DTM TT SR HR

Firechat [9]
Bridgefy [11]
Briar [10]

1am [25]
Moby [22]
Perry et. al. [26]
ASMesh [23]
Rangzen [7]
Anix

the app to uphold sender and receiver anonymity for future
messages exchanged after a party involved in the protocol is
coerced or compromised, although the re-establishment of
these guarantees may require a brief recovery period.

FA and PCA are aligned with the notions of forward
secrecy and post-compromise security, which normally re-
late to ensuring message confidentiality [23]. As highlighted
in our threat model (§3), however, the typical adversary in
an internet shutdown scenario seeks to track the activities
of users engaged in mesh messaging without necessarily
breaching confidentiality. This means that, for the O2O and
S2S communication models where messages are usually
encrypted, the adversary will seek to uncover who is com-
municating with whom. In the O2M model, where messages
are sent in the clear, the adversary may instead attempt
to uncover the author of a specific message. As a result,
we argue that a blackout-resistant app should, at the very
least, provide basic sender and receiver anonymity. Some
solutions, however, fail to satisfy this requirement.

Anonymity in non-academic solutions. These messaging
apps either do not intentionally hide information about a
message sender or receiver, or fail to do it successfully. In
Firechat [9], users have long-term public IDs that uniquely
identify their accounts and are sent along with their mes-
sages to every user they share their messages with.

Bridgefy [11] included both the sender’s and receiver’s
long-term identifier on each message. Albrecht et al. [12]
reported that this practice was unsafe, compelling Bridgefy’s
maintainers to enhance the app’s security. Yet, the deployed
upgrades proved to be insufficient [13] and, in its current
state, Bridgefy cannot be considered anonymous.

Briar [10] only allows two users in close physical prox-
imity (e.g., Bluetooth range) to establish a connection if they
have previously exchanged contact information, but the app
does not attempt to conceal the identities of communication
parties [29]. Restrictions on connection establishment may
also help a passive adversary uncover a user’s social graph.

Anonymity in academic solutions. Mesh messaging apps
described in the literature support different anonymity prop-
erties to varying degrees. 1am [25] does not provide any
anonymity as its messages are exchanged in plaintext and
no metadata protections are in place. On the other hand,
Rangzen [7] achieves sender and receiver anonymity by
explicitly avoiding including the sender and receiver IDs

in transmitted messages. Despite its heavy focus on the mi-
croblogging scenario, Rangzen users can still find messages
specifically targeted at them by actively trying to decrypt
encrypted messages flowing through the mesh. (In §2.3,
we address how users can exchange cryptographic material
to engage in private communication over one-to-many net-
works.) Rangzen also naturally provides forward anonymity
since messages are not linked to their corresponding authors.

Moby [22] achieves the same anonymity guarantees as
Rangzen by relying on a simpler version of Signal’s [30]
double ratchet which enables for sender and receiver
anonymity with forward anonymity. ASMesh [23] improves
upon Moby by supporting sender and receiver anonymity
with both forward and post-compromise anonymity.

Perry et al. [26] seek to ensure sender and receiver
anonymity against an adversary that has full visibility over
all communications established across the mesh network, by
using cover traffic to hide users’ messaging patterns. In these
conditions, however, highly repressive adversaries may shift
focus to outright arrest the individuals found to use a mesh
networking app ± while this issue is not specific to Perry et
al. (and solving it remains an open challenge), it may prompt
an adversary to take swifter action in this direction. Further,
Perry et al. do not offer safeguards to users who are coerced
or whose devices are compromised by the adversary, lacking
forward and post-compromise anonymity mechanisms.

Design goal 2. Ensure anonymity despite partial network
monitoring, user coercion, or device compromise.

2.3. Trust Systems

Blackout-resistant messaging apps have used different
heuristic notions for defining the boundaries of how much
a given user can trust messages or other users or messages.

No trust. Some apps avoid defining a trust system altogether
(e.g., Firechat [9]). These apps place every single message
received by the user at the same level of importance regard-
less of their originating user, or legitimacy, and as a result,
cannot distinguish spam or misinformation from otherwise.

Direct trust. Another group of mesh messaging apps de-
fined trust as simply knowing (with a reasonable certainty)
from whom the incoming message is coming from (i.e., a
trusted contact). We call these direct trust (DT) systems.



Apps using direct trust systems require some notion
of identity to be exchanged when any two users wish to
establish trust between one another. However, most apps
using direct trust systems do not concern themselves with
the method through which identities are shared, either men-
tioning that trust establishment takes place when Internet is
available (as in Moby [22]), or that users can exchange keys
manually or by scanning a QR code (as in Rangzen [7],
ASMesh [23], or Perry et al. [26]). Bridgefy [11] uses a
direct trust system in its private and group messaging but has
no trust system in place for one-to-many communications.

Direct trust mediators. A third group of apps builds upon
the notion of direct trust and improves it by introducing
novel ways for helping users establish trust across the mesh
network, even when users may not necessarily know each
other. We call these direct trust mediator (DTM) systems.

Briar and Perry et al. support direct trust mediation
by leveraging introductions, a scheme in which a common
contact between two users can introduce both of them by
privately relaying their identifiers to each other across the
mesh network. While Perry et al.’s solution and Briar’s
ultimately translate to direct trust, they present a useful
mechanism to remotely establish trust across a mesh.

Note that existing direct trust mechanisms (mediated or
not) currently lack the means to remove the trust placed on
certain users. This may be a liability when one wrongfully
trusts (potentially malicious) users and wishes to ªun-trustº
them. We address potential solutions for this issue in §4.3.

Transitive trust. Trust systems gain a heightened relevance
when applied to the one-to-many communication model
since, in a microblogging scenario, distinguishing legitimate
messages from spam becomes a significant challenge [7].
In this scenario, it would be useful for users to be able to
tell whether (and whom amongst) their trusted contacts has
vetted some message as being relevant, even if that message
has not been authored by any of the user’s trusted contacts.
This requires users not only to be able to establish direct
trust relationships but also to have a way to perceive how
their trusted contacts assess a given message transmitted
across the network. We call these transitive trust (TT) sys-
tems, as they allow users to propagate their positive/negative
assessment of a given message to their other contacts.

Rangzen attempts to provide a notion of trust that aligns
with ± albeit not exactly meets ± our definition of transitive
trust. To determine the ªtrustabilityº of a received message,
it privately computes the cardinality of the intersection [31]
between the contact list of two users when their devices
exchange messages with one another. Briefly, the more
contacts two users have in common, the more they trust the
messages they receive from one another. This is reflected in
a message’s trust score, which is a direct result of the mul-
tiplication of the trust value between two users exchanging
the messages and the messages’ original trust scores.

We identify several particularities of Rangzen’s trust
approach that prevent it from meeting our definition of
transitive trust. First, the app is afflicted by issues related
to diminishing trust, i.e., the longer the message has to

travel through the network, the lower its trust score becomes,
regardless of originating from a trustful source or not.
Rangzen offers a way to ªrepostº a message by resetting its
trust score back to its maximum value, but this is unreliable
as a user still relies on the message’s current trust score
to decide whether to repost it. Additionally, reposting feeds
into the issue of path dependency, i.e., a message’s trust
score can vary greatly based on the path it took to reach a
given user. Thus, in Rangzen, a user has no way to gauge
the overall sentiment that her trusted contacts (potentially
spread across the mesh at large) placed on a given message.

Design goal 3. A network-wide and path-independent
transitive trust system that improves the ability of users
to place trust in messages transmitted across the network.

2.4. Revocable Identities

Existing apps tie users’ identities to long-lived and static
identifiers (e.g., long-term public keys). Unfortunately, this
may be detrimental for the anonymity of users and for the
authenticity of messages sent across the mesh. For instance,
if the adversary can gain the trust of a legitimate user, it may
be able to permanently track that user’s activities over the
mesh network. If a user’s device is compromised, the adver-
sary may also acquire cryptographic material that allows it
to deanonymize users or impersonate the compromised user.

As mentioned before, direct trust mediation systems
may further exacerbate anonymity breaches, as mediator
nodes can establish irrevocable trust relationships between
two users without their explicit consent. Indeed, Perry et
al. [26] mention that should a malicious user be trusted, their
solution has no safeguards to prevent de-anonymization.

We argue that, to preserve users’ anonymity and ensure
the authenticity of messages after a compromise, user iden-
tities can be designed to be ephemeral and do not need to
be tied to a permanent long-term identity. Based on this
assumption, we envision two types of identity revocation
primitives, each suited for different scenarios. Next, we
briefly describe these primitives and refer the reader to §4.3,
where we describe how Anix realizes them in practice.

Soft revocation. A first kind of identity revocation, soft

revocation (SR), allows a user to remove wrongfully trusted
contacts from her trust circle, thus addressing the drawbacks
of existing direct trust systems. Soft revocation helps a
user revoke her current temporary identity, migrate to a
freshly rolled temporary identity, and privately share this
new identity with the users she wishes to keep within her
trusted circle while excluding distrustful ones.

Hard revocation. An adversary who takes control of a
user’s device could henceforth impersonate that user. We
envision hard revocation (HR) as a potential identity revo-
cation primitive that allows a user to signal to her trusted
contacts that her account has been compromised and that no
further messages authored by this user should be trusted.

Design goal 4. Support identity revocation primitives that
enhance anonymity and message authenticity safeguards.



With the above goals in mind, we now present the threat
model Anix will operate in before addressing Anix’s design.

3. Threat Model

Our threat model assumes a state-level adversary that
will force users to switch to Anix for communicating during
a blackout. In this setting, the goals of the adversary are
threefold: a) to identify the real identity of the users respon-
sible for creating certain public messages exchanged through
Anix (e.g., the organizer of a protest); b) to manipulate the
way Anix’s users perceive the information shared through-
out the mesh network (e.g., towards misleading a potential
protest’s participants with false rally point instructions), and;
c) to disrupt communication through the mesh network (e.g.,
by introducing Sybil nodes that refuse to forward messages,
or temporarily jamming wireless signals in certain areas).

Below, we outline our assumptions about the environ-
ment where Anix is expected to operate, and the main
capabilities and limitations of the adversary we consider.

Assumptions on the adversarial environment. We assume
that the adversary is capable of arbitrarily disabling the
Internet infrastructure within the country’s borders. Further,
during an Internet blackout, there is no other safe external
network through which users can communicate. This forces
users to resort to a mesh networking solution that relies
on wireless protocols, such as Bluetooth and Wi-Fi Direct,
to connect with nodes within close physical proximity.
Through epidemic protocols [32], a user’s message will
eventually be propagated throughout multiple hops within
the mesh network and reach its intended receiver(s).

Like Moby [22], we assume the adversary is only able
to operate locally. Thus, while the adversary may intercept
or drop messages in certain locations by deploying Sybil
nodes in the network [7], the adversary will not be able to
globally drop or intercept Anix messages.

Lastly, we assume Anix to be deployed within regions
considered to be of medium risk [7], [33] where, though
there might be restrictions on free speech, governments do
not rely on violence and mass arrests to repress citizens who
rely on alternative means to the Internet to communicate.
Similarly to Rangzen [7], we consider this to be a reasonable
assumption given that solutions such as Anix may either
be unnecessary in low-risk scenarios (e.g., within demo-
cratic countries whose governments avoid cracking down on
protests) or a severe liability in highly repressive countries
(e.g., dictatorial regimes), where the simple usage of mesh
networking can enact an extreme response from authorities.

Adversary’s capabilities. To accomplish its goals, the ad-
versary can set up multiple Sybil nodes within Anix’s mesh
network and pose as a legitimate user. This allows the
adversary to passively intercept messages flowing through
the network to, for instance, learn the content of public
messages or screen message headers for finding specific
identifiers. By playing the role of a Anix node, the adversary
can also simply refuse to forward messages. Participating in
the network also allows the adversary to fabricate messages

and attempt to manipulate the contents of incoming mes-
sages before relaying them to other peers in the network.
We assume the adversary will also strive to build trust with
other Anix users over time and try to influence the actions
of benign users by purposely spreading messages carrying
misinformation. In addition, we assume that there is the
possibility that the adversary will coerce users or seize users’
devices to compromise the state held by the Anix app (e.g.,
message logs or cryptographic material).

Adversary’s limitations. The adversary has a limited ca-
pacity to convince users to trust its Sybil nodes, resulting
in a restricted number of social connections between the
adversary and the rest of the network. Thus, the adversary
is expected to be less well-connected to other legitimate
Anix users within the mesh network. (In §6, we expand on
the advantage acquired by an adversary as the ratio of social
connections to legitimate users increases.) Furthermore, the
adversary is assumed to be computationally bounded and
unable to break standard cryptographic primitives.

Attacks outside the scope. Anix does not prevent the adver-
sary from learning that a given individual is using the appli-
cation. Thus, Anix will not protect users against adversaries
that may retaliate simply based on the fact that the app is in
use. Anix also does not protect users from targeted attacks
where the adversary can single out a legitimate user within a
close physical vicinity. In such cases, the targeted user may
be limited to directly exchanging newly produced messages
with Anix nodes controlled by the adversary, thus forfeiting
sender anonymity. Additionally, Anix does not explicitly
aim to defend against denial of service attacks where the
adversary interrupts communication between nodes in the
mesh network (e.g., via jamming) or where nodes selectively
refuse to forward certain messages. However, similarly to
previous approaches [22], Anix leverages the propagation
capabilities of epidemic protocols to deliver messages across
the mesh despite local and/or temporary disruptions.

4. Anix

This section discusses the inner workings of Anix, a
new blackout-resistant messaging app. We start by outlining
Anix’s workflow on the one-to-many communication model
before addressing its core design features and message
exchange mechanisms. Then, we detail how Anix can easily
accommodate other communication models.

4.1. Overview of the Microblogging Workflow

Anix’s microblogging workflow relies on three core
operational constructs, which we describe below. Their syn-
ergies allow for the creation of an anonymous messaging
scheme that allows users to reason about whether they can
trust messages originating from potentially unknown users.

1. Pseudonyms and identity management. Central to
Anix’s operation is the use of one-time-use pseudonyms
(PSUs), which partly act as public keys. Every time a
user (e.g., Alice) wishes to send a message, she generates



a new pseudonym and places it in the ªsenderº field of her
message. While this ensures sender anonymity for every new
Alice message, Anix allows another user to track multiple
messages sent by Alice, as long as Alice provides this user
the necessary cryptographic material required to link mul-
tiple of her pseudonyms together. We expand on the man-
agement of pseudonyms in §4.2. Further, given that Alice
may wish to prevent certain previously trusted parties from
recognizing her messages (e.g., if her device is compromised
and used to spread misinformation, or she outright loses
trust in certain parties), Anix provides identity revocation
primitives that can be used to refresh cryptographic material.
We will also cover this aspect in more detail in §4.3.

2. Trust management. We say that Alice trusts Bob when
Alice sends Bob the cryptographic material that allows
him to track Alice’s PSUs over various activities. This
cryptographic material can be securely propagated to Bob
through the mesh network by encrypting it with one of
the public keys exposed in any of Bob’s PSUs. Bear in
mind that during this process, Alice does not necessarily
know the identity of Bob. Upon receiving this cryptographic
material, Bob can opt to reciprocally trust Alice immediately
(e.g., if Alice and Bob are real-life friends who are meeting
in person and actively seeking to establish a bi-directional
trust relationship in Anix), to trust Alice after tracking
her messages over time (e.g., in the case where Bob can
only judge whether to trust a user by the content of her
messages), or end up deciding not to trust her at all. We
elaborate on Anix’s trust management primitives in §4.3.
Different from existing approaches, this process enables
Anix users to progressively build trust in a given user based
on the contents of its messages. It also allows for remotely
establishing trust during a blackout, without the need to rely
on in-person encounters or temporary internet access.

3. Message endorsing and ranking. Anix allows for mes-
sage endorsing through ªvotesº, as in microblogging plat-
forms such as Reddit [28]. In a nutshell, Anix leverages
the concept of up/downvotes in a message to attribute an
importance score (i.e., rank) to this message. Votes for
a given message are propagated across the mesh network
when a message is directly exchanged between two nodes,
but Anix allows for multiple deliveries of the same message
so they can accrue votes over time. Since votes are authored
by users’ identity keys (§4.2), Alice may not only track
the total number of up/downvotes on a message but also
track the number of users she trusts who (dis)approve the
message. While total up/downvotes could better reflect the
overall sentiment about a message being propagated in the
network, such votes may be inflated by Sybil nodes. Thus,
for messages dealing with sensitive topics, Alice may prefer
to reason about how many of her trusted contacts (and/or
which of these contacts) upvoted or downvoted the message.
We address Anix’s message voting mechanisms in §4.4, and
point-to-point message exchange in §4.5.

Next, we expand on each of the above three constructs
and how they enable us to meet the goals outlined in §2.

Algorithm 1 Generate pseudonym (PSU )

Input: PubKSID , PrivKSID , random r, r′

1: PubKEOTU , PrivKEOTU ← generateRandomKeyPair(r)

2: PubKSOTU , PrivKSOTU ← generateRandomKeyPair(r′)

3: bsig ← BSignPubKSID,PrivKSID
(PubKEOTU ||PubKSOTU )

4: PSU ← PubKEOTU ||PubKSOTU ||bsig
5: return PSU , PubKEOTU , PrivKEOTU , PubKSOTU , PrivKSOTU

4.2. Pseudonyms and Identity Management

Anix nodes rely on a set of cryptographic material to
establish their identity in the network and communicate with
one another via (potentially anonymous) pseudonyms. This
cryptographic material also allows users to identify whether
and how their trusted contacts voted on a given message.
Specifically, Anix relies on a two-tiered set of hierarchical

keys to manage user identities within the network.

Cryptographic material and operations. Each user has
access to two types of randomly generated asymmetric keys:
temporary identity keys (PubKID, PrivKID) and one-time-

use keys (PubKOTU , PrivKOTU ). These keys are instru-
mental in the creation and management of a user’s identity
via pseudonyms and, at any given instant, a user may hold
multiple identity keys and one-time-use keys. Each of the
mentioned key pairs includes separate keys for encryption
and signing; for simplifying our exposition, we refer to both
the signing and encryption keys using the same notation,
making explicit distinctions where appropriate. We use ellip-
tic curve cryptography schemes to generate the above keys
(see §5), as Anix operates in a bandwidth-constrained setting
where it is desirable to transmit public keys with shorter
lengths (e.g., vs. longer RSA keys for equivalent levels
of security). Lastly, we refer to the cryptographic opera-
tions required by AnixÐe.g., encryption (Enc), decryption
(Dec), or signing (Sign)Ðas OperationKey(Message),
and use || to denote concatenation.

Pseudonym generation. Every time a user, e.g., Alice,
wishes to send a message to the network, she must gener-
ate a new one-time-use pseudonym (PSU ) which anony-
mously identifies the sender. Algorithm 1 describes the
creation of a pseudonym. First, Alice randomly generates
two new one-time-use (OTU ) keypairs (lines 1 and 2) used
for the encryption (PubKEOTU , P rivKEOTU ) and sig-
nature (PubKSOTU , P rivKSOTU ) scheme, respectively.
Then, Alice generates a signature (bsig) of the concate-
nation of the public components of her one-time-use key-
pairs (PubKEOTU ||PubKSOTU ) using the (blinded) pri-
vate component of one of her temporary identities’ signing
keypair (PrivKSID) (line 3). We describe the process of
signing with key blinding (BSign) later in this section, as
it is fundamental to ensure the unlinkability of pseudonyms.
Finally, Alice generates a pseudonym (PSU ) composed of
the concatenation of PubKEOTU , PubKSOTU , and bsig
(line 4). Since each of the three components of a PSU has a
fixed size, they can easily be split and interpreted separately.

Ensuring pseudonym unlinkability. Anix’s pseudonyms
(and the keys contained therein) must adhere to three impor-
tant properties: a) signatures of one-time-use keys (included
in different PSUs) under the same PrivKSID cannot be



Algorithm 2 Signature with key blinding

Input: Message m, verification/signing keypair PubKSID, PrivKSID , al-

gorithm [36] for generating a signature with public key blinding

(BlSignPrivKSID,bk(m)), where bk is the blinding factor.

Output: Message m gets signed with public key blinding

1: func BSignPubKSID,PrivKSID
(m):

2: bk ← Hash(m||PubKSID)

3: return BlSignPrivKSID,bk(m)

linked together and traced back to a given user without the
knowledge of the corresponding PubKSID; b) messages
encrypted with a given PubKEOTU can only be decrypted
by the user possessing the corresponding PrivKEOTU ,
and; c) PSUs are unforgeable.

As mentioned above, ensuring pseudonym unlinkabil-
ity ± i.e., that each message generated and signed by
different PSUs of the same user cannot be associated
together ± is an important design consideration for Anix.
Unfortunately, common signature schemes (e.g., based on
ECDSA [34]) which would directly use PrivKSID as a
signing key ± on both PSUs and votes (see §4.4) ± are
prone to public key recovery attacks [35] which enable an
adversary to recover the public identity key associated with a
signature, and link all of a user’s activities performed under
different PSUs.

To address this issue, we explored Denis et al.’s [36]
signature scheme with key blinding (which has already been
the focus of a formal security analysis by Eaton et al. [37]).
Briefly put, this scheme allow us to blind (i.e., randomize)
the key pair associated with a signature, such that this
signature is not linkable to the corresponding public verifica-
tion key without knowledge of a particular witness. It also
ensures unlinkability, in that a verifier cannot distinguish
between two signatures based on the same private signing
key from two signatures based on distinct signing keys.

Leveraging signatures with public key blinding. Al-
gorithm 2 defines the function BSign, used in Anix’s
pseudonym generation and vote signing procedures. Inter-
nally, this function can leverage any public key blinding
scheme and, in our current implementation, BSign lever-
ages Denis et al. [36] signature scheme with public key
blinding (abstracted as BlSign). This function takes in a
user’s identity private signing key (PrivKSID) alongside
a blinding factor (bk) and uses them to create a signature
that cannot be linked back to the corresponding public
verification key PubKSID without the knowledge of bk.
Under [36], a signer generates a different blinding factor bk
(line 2) for each new public key blinded signature (line 3).

In turn, Algorithm 3 defines BVer, Anix’s procedure
for verifying a signature generated via BSign. Internally,
this function leverages Denis et al. [36] signature verifi-
cation procedure (abstracted as Verify), in which a user
can verify a public key blinded signature if they have
access to the corresponding blinded public verification key
(bpk) ± i.e., the public component of the key used to sign
the message (Algorithm 2) blinded using a blinding factor
(bk) under the public key blinding function (BlPubKey).
While it is typically assumed that either bk or bpk must
be communicated to verifiers out-of-band [37], this is un-

Algorithm 3 Verify a signature generated with key blinding

Input: Signature with key blinding s, message m, verification key PubKSID ,

algorithm [36] for verification of signatures with public key blinding

(Verifybpk(m, s)), where bpk is the blinded public verification key.

Output: The signature s of message m is verified

1: func BVerPubKSID
(m, s):

2: bk ← Hash(m||PubKSID)

3: bpk ← BlPubKeybk(PubKSID)
4: return Verifybpk(m, s)

feasible in our scenario. However, Anix users (both signers
and verifiers) can locally generate bk (and, subsequently,
bpk) for a message, e.g., by hashing the message to be
signed/verified (M ) concatenated with its authors’s iden-
tity signing key public component (PubKSID), i.e., bk
= H(M ||PubKSID). This ensures Alice’s signatures (in-
cluded in her PSUs and votes) become linkable only to
other Anix users who have access to Alice’s PubKSID (i.e.,
users who are trusted by Alice). In the case of PSU gen-
eration, bk = H(PubKEOTU ||PubKSOTU ||PubKSID).
Tracking message authorship and compartmentaliza-
tion. The choice of identity keys provides a user with the
ability to control the groups of nodes that can track the
messages she sends to the network, without necessarily
having her disclose her real identity. For instance, con-
sider that Alice creates two different identities, ID1 and
ID2, with public components (PubKEID1

, PubKSID1
)

and (PubKEID2
, PubKSID2

). Alice could then choose
to exchange PubKSID1

in person with some trusted close
contacts, e.g., to enable friends and family to track the set
of messages whose authoring PSUs are based on ID1.
Further, upon sharing PubKSID2 to place trust in other
(anonymous) users in the network, Alice enables these users
to track a different set of messages whose authoring PSUs
are tied to ID2. Thus, Alice can compartmentalize the
groups of users she wishes to be able to link different
messages, while still being able to build anonymous trust
relationships within the network. In case Alice wishes to
prevent a previously trusted contact from tracking her new
messages, Anix provides mechanisms for revoking identi-
ties. We cover these in the next section, after discussing
how Anix manages trust between anonymous users.

4.3. Trust Management

Like in previous work, we expect users to bootstrap their
list of trusted contacts by exchanging identity keys in person.
However, Anix introduces a new direct trust primitive ±
denoted as one-way trust ± that enables users to remotely
establish trust between each other across the mesh network.
In addition, Anix introduces a novel direct trust mediation
mechanism ± in the form of referrals ± with significant
security enhancements when compared to the one available
in previous apps. Lastly, Anix provides a set of identity
revocation primitives that better protects users’ anonymity.

The notion of one-way trust. Anix offers a way for Alice to
place her trust in another anonymous user within the mesh,
even if they have never met before. In contrast to popular so-
cial media platforms which typically enable Alice to decide
to ªfollowº some other user whose posts seem interesting



Algorithm 4 Establish a one-way trust relationship (A→B)

Input: Public component of an identity key-pair of user A (PubKIDA
) which

contains both the public encryption and verification keys,

Encryption keys of user B’s PSU (PubKEOTUB
, PrivKEOTUB

),

Output: User B securely receives user A’s identity key

1: func OWT(receiverOTU, senderID):

2: OWTMessage ← EncreceiverOTU(senderID)

3: sendMessage(B, OWTMessage)

4: OWT(PubKEOTUB
, PubKIDA

)

5: PubKIDA
← DecPrivKEOTUB

(OWTMessage)

to her, Anix provides the concept of ªallowed to followº.
We call this construct a one-way trust (OWT ), which can
eventually result in a bi-directional trust relationship once
two users are ªallowed to followº each other.

One-way trust establishment. OWT works as follows.
Assuming Alice finds a message which is useful to her or
that is endorsed by some of her trusted contacts, she can
grant that message’s author the right to track her messages
and hope to be ªallowed to followº back. Alice grants this
right by sending one of her own identity keys to the owner
of the pseudonym that authored the message of interest.
Apart from simply judging the content of a message before
depositing her trust in the Anix user that authored it, Alice
can also reason about whether (and whom amongst) her
trusted contacts have upvoted the contents of this message.

To illustrate a unidirectional trust establishment lever-
aging OWT , consider the following example aided by the
description of OWT ’s steps in Algorithm 4. Assume that
Alice decides to trust a message’s author via its pseudonym
(that we somehow know is from Bob), after verifying that
the content of the message is useful and that many of her
trusted contacts have upvoted it. Alice proceeds to encrypt
one of her identity (e.g., IDA) keys’ public encryption and
signing components (jointly represented as PubKIDA

) with
the PubKEOTUB

key found in Bob’s pseudonym (line 2)
and sends this ciphertext over the mesh network (line 3),
such that only Bob can open this message and access Alice’s
PubKIDA

(line 5). (In other words, OWT messages are
encrypted using a receiver’s one-time-use encryption key
included in one of their PSUs, thus being indistinguish-
able from other O2O/S2S messages; see §4.5 ± Alternative
communication models.) As a result, Bob has now been
ªallowed to followº the messages that Alice sends under
any pseudonym generated based on her identity IDA.

Bi-directional trust establishment. Eventually, Bob can de-
cide to trust Alice back, e.g., after receiving useful messages
authored by Alice’s pseudonyms generated under (IDA), or
verify that his trusted contacts also tend to upvote messages
authored by the same pseudonyms. To trust Alice, Bob sim-
ply follows an OWT establishment towards Alice. Once she
receives this message, Alice can verify that Bob has allowed
her to follow him back, thus establishing bi-directional trust.

Until Bob decides to allow Alice to follow him back,
Alice’s PubKIDA

identity key will sit on a validation list,
i.e., a separate list for user identities who have one-way
trusted Bob, but whom Bob has not yet decided to trust back.
As we shall see in §4.4, identity keys in the validation list
will not be used for the calculation of message trust scores.

Algorithm 5 Refer two users (A and B) to one another
Input: A PSU of user A (PSUA) and the corresponding one-time-use public

encryption key of user A (PubKEOTUA
)

A PSU of user B (PSUB ) and the corresponding one-time-use public

encryption key of user B (PubKEOTUB
)

Output: Users A and B securely establish bi-directional trust

1: referralMessageToA ← EncPubKEOTUA
(PSUB)

2: referralMessageToB ← EncPubKEOTUB
(PSUA)

3: sendMessage(A, referralMessageToA)

4: sendMessage(B, referralMessageToB)

5: PSUB ← DecPrivKEOTUA
(referralMessageToA)

6: PubKEOTUB
||PubKSOTUB

||bsigB ← PSUB

7: OWT(PubKEOTUB
, PubKIDA

)

8: PSUA ← DecPrivKEOTUB
(referralMessageToB)

9: PubKEOTUA
||PubKSOTUA

||bsigA ← PSUA

10: OWT(PubKEOTUA
, PubKIDB

)

Should Bob choose not to follow Alice back, the pre-
sented scheme would allow Bob to track Alice’s activities
throughout the mesh network indefinitely. To limit her ex-
posure, Alice can set a timer for a period she considers
acceptable for having Bob establish bi-directional trust (see
§4.5). If this period elapses and Alice has not received an
OWT message from Bob, she can remove the trust she
deposited in Bob by revoking her temporary identity. We
elaborate on trust revocations later in this section.

Trust via referrals. Anix supports direct trust mediation
(see §2.3) via referrals, allowing a user to refer two of
their trusted contacts to one another. Anix’s referrals are
reminiscent of Briar and Perry et al.’s introduction scheme,
albeit with a significant distinction. In these previous works,
introductions would enable for the establishment of direct
trust between two users that had not met before, without
their explicit consent; the mediator node would simply
reveal each user’s long-term identities to one another. This
solution could prove disruptive in cases where the mediator
misjudges the trustfulness of one party (e.g., introducing a
legitimate user to an adversary’s agent), or in cases where
one of the legitimate users would simply like to avoid other
unvetted users accessing their identity.

Anix leverages PSUs to improve upon existing intro-
duction schemes, requiring Alice and Bob’s active consent
to trust one another, should Charlie refer them. As outlined
in Algorithm 5, a referral unfolds by first having Charlie
send a PSU of Alice to Bob (and vice versa) to refer

them to each other (lines 1±4). Then, Alice and Bob can
each independently choose to leverage Anix’s one-way trust
mechanism to establish bi-directional trust (lines 5±10). As
previously discussed in this section, if only one of the parties
(e.g., Alice) feels comfortable issuing an OWT message,
she may later revoke the one-way trust placed in Bob,
aborting the unfinished bi-directional trust establishment.

Revocable identities. Anix allows its users to revoke their
identities to help them preserve their anonymity and signal
to other users in the mesh that their cryptographic material
may have been compromised. To this effect, Anix supports
the two identity revocation primitives described below.

Soft revocation. This form of identity revocation allows Al-
ice to selectively remove the trust she placed on a particular



Algorithm 6 Soft identity revocation

Input: Old identity’s encryption (PubKEIDold
, PrivKEIDold

) and signing

(PubKSIDold
, PrivKSIDold

) keys, trusted users list (u), random r, r′

Output: New list of trusted users u’

1: PubKEIDnew , PrivKEIDnew ← generateRandomKeyPair(r)

2: PubKSIDnew , PrivKSIDnew ← generateRandomKeyPair(r′)

3: u’ ← new contact list

4: for ui in u:

5: if (ui is still trusted):

6: sig ← SignPrivKSIDold
(PubKEIDnew ||PubKSIDnew )

7: srm ← EncPubKEIDui
(PubKEIDnew ||PubKSIDnew ||sig)

8: sendMessage(ui, srm)

9: u’.append(ui)

10: Del(PubKEIDold
, PrivKEIDold

, PrivKSIDold
, PrivKSIDold

)

11: PubKEIDnew , PubKSIDnew ← DecryptAndVerify(srm)

12: h← Hash(PubKSIDold
)

13: addEntryToRevokedKeys(h, PubKSIDold
, PubKSIDnew)

14: Del(PubKEIDold
, PubKSIDold

)

user, e.g., Bob (or a set of users). Soft revocation relies on
Alice’s ability to update the compartments of users that can
track her messages in the mesh network (see §4.2). Hence,
to revoke the trust deposited in Bob, Alice must dispose of
the identity key she previously forwarded to Bob via OWT ,
and rebuild a compartment that includes all users with access
to this key, except for Bob. In practice, Alice generates a
new identity key pair, encrypts both the identity key she
wishes to revoke and her new public identity key with the
public identity key of the contacts she is currently ªallowed
to followº, and sends this message to them privately on the
mesh network. As a result, the soft revocation process allows
trustworthy contacts who were tracking Alice’s messages to
continue doing so once she stops using the identity key also
shared with Bob. The steps for Anix’s identity revocation
mechanism are detailed in Algorithm 6.

When Alice’s contacts receive the soft revocation mes-
sage, they hash her old public identity’s signing key and
store this hash before deleting the key itself. This hash is
added to a linked list that contains the hashes of all previous
identity keys that Alice may have used (and revoked) since
she deposited her trust in that user. This list of expired
identity keys can later allow a user to stop trusting messages
authored by Alice’s PSUs if her device is compromised.

Lastly, we note that a seized device may expose the
identity keys of a user’s trusted contacts, enabling an adver-
sary to link all activities tied to these identity keys, before
affected users may be warned and issue soft revocations for
those identities. However, Anix users can generate different
identity keys to engage with different parties (see §4.2)
which helps mitigate this issue.

Hard revocation. In the case where Alice’s device is seized
or compromised by an adversary, one must assume the ad-
versary has gained complete access to Alice’s cryptographic
material. This would allow the adversary to author messages
on behalf of Alice and potentially leverage the trust that
other users deposited in Alice to spread misinformation or
manipulate their behavior. In such cases, Alice can use hard
revocation as a last resort, compelling all users not to trust
any activity from the revoked identity or any subsequent
identities generated via ªsoft revocationº. Hard revocation
requires Alice to store her current identity key pairs on some

Algorithm 7 Hard identity revocation

Input: Old identity’s signing keys (PubKSIDold
, PrivKSIDold

)

Output: Signal hard revocation of the old identity

1: sig ← SignPrivKSIDold
(PubKEIDold

, PubKSIDold
)

2: revocationMessage ← PubKEIDold
||PubKSIDold

||sig
3: broadcastMessage(revocationMessage)

storage medium considered secure and not under the control
of the adversary (e.g., stored in a flash drive Alice keeps at
home). It also requires Alice to be able to interact with the
Anix network with some Anix-compatible device.

Hard revocation works as follows. Alice signs one or
more revocation certificates, where each certificate contains
the public encryption and signing components of one of her
current identity keys, signed by the identity’s private signing
key. Then, Alice can join the mesh network with some
device and broadcast messages containing these revocation
certificates. Similar to a PGP revocation certificate [38],
each message signals any node that includes this key as
part of their trusted contacts to neither trust any further
communications coming from the user identified by that
key, nor any other identity key that may be a result of a soft
revocation of the key mentioned in the certificate (should the
adversary perform soft revocation itself before Alice had the
chance to broadcast her revocation certificates). Users can
track this by hashing the revoked identity and checking it
against their list of hashes of Alice’s previous identities (as
mentioned in ªSoft revocationº). Algorithm 7 details the
hard revocation steps. While hard revocations could also be
preemptively issued by adversaries that seized a device (i.e.,
before Alice does it herself), this simply foils the adversary’s
(temporary) opportunity to impersonate Alice.

After having described how Anix users can manage trust
relationships, we will now address how Anix’s trust notions
can help users rank and prioritize the messages they receive.

4.4. Message Endorsing and Ranking

We now describe votes and their role in the endorsement
of Anix messages. Then, we detail how users can make use
of votes, together with message authorship information, to
reason about a message’s trustability.

Votes and message endorsement. Anix allows for message
endorsement in the form of votes, which we consider to be
upvotes or downvotes, used for respectively approving and
disapproving a message. For instance, if Alice is responsible
for forwarding a message whose content she knows is
misleading (regardless of whether she has established a trust
relationship with the message’s author), she can downvote
that message to let her trusted contacts know about her
opinion. As we will see later, messages can accrue votes
over time, allowing Alice to issue votes on messages that
she has already forwarded but had not yet voted on.

In practice, a vote is a signature of the hash of a
message’s full data (including its content, sender’s PSU ,
and signature) denoted as M , concatenated with a single
bit b, whose value is 1 for an upvote or 0 for a downvote.
This signature incorporates the same public key blinding
scheme used for PSU generation, as it uses the voting user’s



identity key’s private signing component (PrivKSID),
alongside their identity key’s public signing component
(PubKSID) to sign the message in an unlikable fashion,
i.e., vote = BSignPubKSID,PrivKSID

(H(M)||b). This en-
sures that only the users who know the identity key’s public
signing component PubKSID can identify the vote’s author
and check the integrity of the received message. Recall that,
in this case, bk is computed as bk = H(M ||b||PubKSID).

Next, we showcase the utility of votes when reasoning
about the trustability of messages exchanged through Anix.

Triaging incoming messages. Once Alice receives mes-
sages from another Anix node, she first attempts to pinpoint
messages authored by her trusted contacts. To do so, she
simply attempts to validate the signature included in the
message’s sender PSU using each one of her contacts’
public identity keys. Then, Alice repeats a similar process
to check whether some of her trusted contacts have cast any
up/downvotes. The complexity of this process is of order
O(m× c) where m is the number of all received messages
that have to be verified, and c is the number of trusted
contacts Alice possesses. While the delay to verify the
signatures included in the PSUs scales linearly for both the
number of contacts and messages, our experiments in §6.1
suggest that this process can be completed rather efficiently
with each signature verification being completed within a
few dozen milliseconds on commodity smartphones.

During message processing, nodes will also attempt to
recognize OWT messages directed to them and either a) add
the identity key included in a new OWT message targeted
at them to their validation list, or; b) add the identity key
obtained as a response to one of their previously sent OWT
messages to their trusted contact list, thus completing the
establishment of a bi-directional trust relationship.

Ranking trust on incoming messages. Once Alice verifies
which of the received messages have been authored (and
which votes have been cast) by her trusted contacts, she will
compute a trust score (t) for each message, based on a for-
mula ruled by the following factors: whether the message’s
author is a trusted contact (TCA), and how many trusted
contacts upvoted (TCU ) or downvoted (TCD) the message.
Though we do not directly consider it in our design, other
factors (e.g., for how long a user has been trusted) could
also be considered when computing a message’s trust score.

t = a.TCA+ b.(TCU − TCD)

In this formula, a and b are coefficients used to tune
the relevance given to each of the considered factors when
computing a message’s trust score. This formula will, first,
largely increase the trust score of the message should it
be authored by one of Alice’s trusted contacts. The second
most important component for attributing trust to a message
is the number of up/downvotes generated by Alice’s trusted
contacts. Note that no importance is given to the trend of
up/downvotes cast over the message coming from users who
are unknown to Alice. Should a message not be authored
or voted upon by any of Alice’s trusted contacts, Anix
displays these messages in a well-marked section of the
app, outlining that they are not to be trusted since votes

cast on them could have been artificially influenced by
adversary-controlled nodes and do not necessarily reflect
Alice’s trusted circle sentiment about a message.

Also, as previously discussed when mentioning Anix’s
bi-directional trust relationships (see §4.3), the identities of
users who have attempted to establish a bi-directional trust
relationship with Alice but are still awaiting Alice to trust
them back are kept in a validation list. Identities kept in the
validation list are not accounted for in calculations depend-
ing on Alice’s trusted contacts and, therefore, do not affect
the messages’ trust scores. This feature prevents adversaries
from being able to artificially manipulate messages’ trust
scores by inflating a user’s list of known public identities via
the sending of OWT messages generated by Sybil identities.

Accruing message votes over time. Multiple copies of the
same message can travel many different paths across the
mesh network and eventually get delivered to the same user.
Given that the votes that are tied to a given message will
also be dependent on the path each of these copies takes,
Anix allows votes to be accrued at a given device (should
different copies of the message be received). This allows
Anix to dynamically recompute the trust score that should
be attributed to a message and, for instance, accordingly
reorganize messages in Anix’s microblogging feed.

Anix accrues votes on messages as follows. When re-
ceiving the first instance of a given message, Anix creates
a string set [39] for holding the votes tied to that message
(i.e., a message vote set). If a copy of the same message (and
corresponding set of votes) is received again, Anix adds the
new (non-duplicated) votes to that message’s vote set.

Since the number of votes on a message can become
large, we hypothesize that Anix could use probabilistic data
structures such as Bloom filters [40] or bit-string caches [26]
to optimize the vote-exchanging process. However, these
data structures are prone to false positives, which could re-
sult in some votes being inaccurately recorded or lost (even
without adversarial involvement). Exploring alternative data
structures that would allow for a more efficient exchange of
votes is a compelling direction for future work.

4.5. Point-to-Point Message Exchange

This section describes Anix messages’ structure and how
they are exchanged between peering devices. We start by
focusing on the exchange of messages used in Anix’s one-
to-many communication model before addressing messages
tailored to Anix’s alternative communication models.

Message structure. The overall structure of a Anix message
in the one-to-many setting consists of three sections:

1) Message content: For simplicity’s sake, each mes-
sage in Anix is considered a text-only message.

2) Sender’s PSU and signature: A sender’s PSU and
a signature of the message, based on that PSU .

3) Votes: A compressed representation of the votes
cast on the message itself.

In Appendix A, we detail the message formats used for
Anix’s one-to-many communication, alongside those used



for its one-to-one and some-to-some communication models.
We discuss these communication models later in this section.

Endpoint discovery and selection. Similarly to existing
work [7], [22], a user can discover other Anix users in her
vicinity by using a mix of Wi-Fi Direct [41] and Bluetooth
functionality. To make itself discoverable, a device sets the
name of its Wi-Fi Direct beacon to some specially formatted
name to broadcast the phone’s Bluetooth MAC address (we
use ANIX-{MAC_ADDRESS}). Once a device detects an-
other endpoint following this naming convention, it attempts
to connect to it via Bluetooth. If multiple endpoints are
available, the device arbitrarily selects one and exchanges
data with it, before moving on to the next. We use this
hybrid approach since neither setting the name of a Wi-Fi
Direct beacon nor connecting to another Bluetooth device
whose MAC is known requires explicit user input.

Message exchange and storage. During a message ex-
change, both parties send the messages they hold in storage
in a random order, along with their corresponding votes. We
choose random ordering as opposed to prioritizing messages
with higher trust scores since the latter could leak informa-
tion about the trusted contacts of the forwarding node.

Considering that the devices where Anix is installed may
also have limited space for storing messages, the app allows
users to define a storage quota for saving messages and their
associated votes. Anix then provides two mechanisms (a
proactive one and a reactive one) for helping users manage
the storage space that the app uses on their devices.

Firstly, to proactively help manage the growth of their
message storage, Anix nodes keep a timestamp that records
the time at which each message was received (rtm). This
timestamp is used in an aging process which is responsible
for calculating the time at which a message should be
deleted after being received (dtm). Messages are deleted
after being kept in storage for a persistence time (ptm),
such that dtm = rtm + ptm. In addition, while we do
not address this in our evaluation, the persistence time of
different message types can be separately configurable. For
instance, OWT messages can be configured to persist for a
longer time than regular microblogging messages, allowing
users additional time for reasoning about the intention to
establish bi-directional trust relationships (see §4.3).

Secondly, Anix will reactively delete messages if an
exchange causes the quota to be exceeded. To this end, the
app will first randomly delete messages that have not been
authored or voted upon by any trusted contact. In the event
that all of these messages are deleted but the user is still
above the storage quota, Anix further deletes the remaining
messages according to their trust score (messages with lower
trust get deleted first) in order to meet the quota.

Bounding message propagation. Epidemic routing often
leverages a maximum hop count to determine the number
of epidemic exchanges that a message is subject to [32],
[42]. In Anix’s case, however, deterministically setting a
hop count (even if randomly within some bound [43]) could
leak information to an adversary about their proximity to the
author of a message [44]. To avoid disclosing information

about the source of a given message while limiting the prop-
agation of a message throughout the network, Anix keeps
a table connecting a message’s hash to the corresponding
timestamp of the time the message was received (rtm). The
message hash includes all the components of the message
except the potential votes, so as long as the message is
not tampered with, the hash remains static. This table’s
entries persist even after a message has been deleted, so
upon receiving a message, a node can refer to this table and
verify whether the message has already been received, in
which case the node acts according to the table entry for the
received time, so if the local persistence time ptm for this
message has elapsed, the message will just get dropped. On
the other hand, if the message was not previously received,
the message gets added to the table and gets processed as
normal. Table entries persist for a time duration ltm >> ptm
to ensure that proactively deleted messages are not erro-
neously accounted again as new messages.

Alternative communication models. Besides its focus on
message broadcasting, Anix also natively supports one-to-
one and some-to-some messaging as follows.

One-to-one communication. Anix facilitates one-to-one
(O2O) communication by encrypting the message’s payload
with the receiver’s public key before transmitting it over
the network. In contrast to microblogging messages that
are meant to be interpreted by all mesh users, private O2O
messages do not expose identifiable public metadata; their
payload is concatenated with the sender’s key blinded signa-
ture over the message (see §4.2) while conforming to a fixed
length (padded if needed), and then encrypted. The key used
to encrypt a O2O message may be the public encryption key
tied to a PSU (e.g., when generating an OWT ), or, more
commonly, the public encryption component of a temporary
identity key (e.g., for private communication between two
users who mutually trust each other).

Some-to-some communication. In Anix, group communica-
tion (S2S) is a direct extension of one-to-one messaging. To
create a private messaging group, Alice generates a sym-
metric group encryption key and builds a group invitation
message for each contact she wishes to invite by encrypting
the group key with each user’s identity key’s public encryp-
tion component. Then, she broadcasts these messages. Once
the intended users receive their group invitation, they can
access and send messages encrypted with the group’s key.
As in Anix’s O2O scheme, messages sent to a group can be
signed using a key blinded signature. Should the group key
be leaked, messages can be decrypted but cannot be trivially
linked back to temporary user identities due to key blinding.

5. Evaluation Methodology

This section outlines our evaluation goals and the ap-
proach we used for measuring the quality of our solution.

5.1. Evaluation Goals and Approach

Our evaluation aims to assess the practicality of Anix
over three main aspects:



Performance. We aim to assess the efficiency with which
Anix can exchange messages between two devices. To this
end, we conduct a set of micro-benchmarks based on a Anix
software prototype, together with its deployment on real
smartphone devices. We collect metrics such as the trans-
mission time required for completing message exchanges,
the computation time required to accomplish Anix’s basic
operations, and Anix’s impact on battery consumption.

Resilience. We rely on simulations to gauge an adversary’s
ability to successfully manipulate a user’s perception of mis-
information transmitted through Anix and to build trust with
legitimate Anix users. To assess the former, we compare
the number of benign and misinformation messages that
were up/downvoted by a majority of benign users. To assess
the latter, we consider the number of adversarial nodes that
received OWT messages authored by benign users.

Latency and coverage. We use simulations to gauge Anix’s
message propagation times across the mesh when assuming
the presence of different ratios of adversarial nodes.

5.2. Experimental Testbed

This section describes the deployment settings of our
Anix prototype and the parameters used in our simulation.

Anix prototype and hardware settings. We implemented
a proof-of-concept of Anix [24] and installed it in two
different smartphones to perform our hardware-based micro-
benchmarks. We developed our prototype for Android v8.0
(or later) using 2 200 lines of Java code and implemented
a simple epidemic routing protocol for disseminating mes-
sages. In our implementation, we assume the payload of
each O2M message to have a maximum size of 256B, and
we explicitly pad the message payload of OWT , O2O and
S2S messages to a fixed size to ensure these messages
exhibit the same size on the network. We use Bouncy-
Castle’s Java ECIES [45] implementation over secp256r1
for performing encryption/decryption of OWT , O2O, and
S2S messages, and use the same library’s implementation of
EdDSA [46] over Ed25519 for signing/verifying Anix O2M
messages. We also implemented Denis et al. [36] EdDSA-
based [46] key blinding scheme in Java to create unlinkable
signatures used in PSUs and votes.

We deployed our prototype in a Samsung Galaxy A04
(ARM Cortex-A53 CPU, 4GB RAM) and ZTE Blade V40
Smart (Unisoc ums9230 CPU, 3GB RAM). We rely on
Bluetooth v5.0 (or later) for performing point-to-point com-
munication between devices due to its widespread adoption
and because it allows for automatic message routing without
the need to root the device (unlike Wi-Fi Direct) [7].

Mesh network simulator and considered parameters.
We implemented a simulator (1500 lines of Python code)
to reproduce the activities of legitimate Anix users and
adversarial nodes within a city during a blackout. Below, we
briefly describe the parameters we consider (see a full ratio-
nale for these choices in Appendix B), and distinguish which
of these are fixed throughout our simulations from those
whose influence we directly evaluate in our experiments via

different scenarios; we describe these scenarios later in this
section, after introducing all parameters of interest.

Movement of Anix nodes. Based on ASMesh’s [23] sim-
ulator, we represent the world as an A × B discrete grid,
where a total of N users, including a ratio of Adv adversarial
nodes, move around and interact throughout T steps. At each
step, each user can move up to m cells in any direction,
exchanging messages with other users when co-located in
the same cell. The movement of adversarial nodes follows
the same rules. We consider a blackout with a duration
of 5 days and one hour-long steps, resulting in a total
of T = 120 simulation steps. We fix other parameters as
A = B = 25, N = 600,m = 2. In practice, each cell of
the grid is equivalent to an area of 0.25 square kilometers.
Lastly, we leave Adv as a configurable value.

Message generation and storage. We assume that users pick
up their phones and interact with the Anix app at any
given simulation step with probability Pinter and create
and send out new messages with probability Cm. We also
assume each user configures the Anix app with a storage
space of S GBs. Finally, users set the persistence time
of each message (tpm), in steps, to steer Anix’s proactive
message aging and deletion. We fix all these parameters as
Pinter = 0.15, Cm = 0.05, S = 3, tpm = 24.

Users’ social graph. To bootstrap the initial social graph
between Anix users, we rely on the Watts-Strogatz model
for small worlds [23], [47]. We assume that at the start
of the simulation, some users already had the chance to
become trusted contacts from one another, e.g., by manually
exchanging identity keys or via Anix’s bi-directional trust
establishment. The model uses two parameters, K and β,
for the mean degree and graph creation randomness, respec-
tively. We set K = 15 to reflect that each user is initially
connected to 2.5% of the overall population and set β = 0.5.

As mentioned in §3, we assume the adversary is less
connected with legitimate users than an average benign
user. We reflect this through R, where R = 1 means
that the adversary’s trusted contact circle is equally well
connected to legitimate users as that of an average benign
user, while R = 0 means that adversary nodes have no initial
connections to benign users. In §6, we analyze the influence
of R on an adversary’s ability to earn benign users’ trust.

Trusting messages and their authors. Our simulation also
models the interactions between users (legitimate or other-
wise) by simulating the creation of new trust relationships
and interaction with messages from unknown sources. For
simplicity during our simulations, we obviate specific values
for the coefficients of our trust formula in §4.4 (a and b),
and abstract them as the parameters mentioned below. We
note however, that these coefficients can be experimentally
calibrated as more realistic Anix usage data is gathered.
OWTud and Uud represent the minimum required ratios
between the upvotes and downvotes on a message issued
by a user’s trusted contacts so that a user chooses to send
an OWT to the message’s author or, respectively, to upvote
the message. We fix these as Uud = 0.55, OWTud = 0.66.



TABLE 2. MESSAGES MAJORLY UP/DOWNVOTED AND OWTS ISSUED BY BENIGN USERS, FOR DIFFERENT AWARENESS SCENARIOS (Adv = 0.02).

Scenario (Adv = 0.02)
Parameters Benign Misinformation OWTs

R UV UM UN Upvoted Downvoted Upvoted Downvoted Benign Adversarial

Very naive 0.9 0.2 0.5 0.5 495 2522 204 1164 33581 106
Naive 0.7 0.1 0.4 0.55 1087 1874 40 1301 32278 43
Default 0.4 0.05 0.3 0.6 1510 1416 25 1320 31207 11
Aware 0.2 0.02 0.2 0.7 2111 704 15 1314 26115 5
Very Aware 0.1 0.01 0.1 0.8 2549 348 5 1297 15497 2

In addition, parameter UV denotes the probability that a
user chooses to vote on a message for which they have nei-
ther authorship nor voting information provided by a trusted
contact. In case a user chooses to vote on such a message,
parameter UM denotes the probability that a user upvotes
a message containing misinformation, and parameter UN
denotes the probability that a user upvotes a legitimate
message authored by a benign user. (1−UM and 1−UN
denote the probability that the user downvotes instead.) We
vary these parameters throughout our experiments.

Anix user awareness-based scenarios. Adversaries target-
ing Anix will strive to spread misinformation while trying
to gain the trust of benign users towards changing their per-
ception of malicious messages. A fair part of the adversary’s
effectiveness thus depends on how aware benign users are of
the adversary’s tactics. Throughout our simulations, we rely
on five different scenarios that aim to model the awareness
of benign users and how this translates into the ability of
Anix users to keep misinformation at bay. The more aware
the benign user base is, the less they trust adversaries (R),
vote on messages with unknown authors and voters (UV ),
and upvote misinformation messages (UM ) because they
can somehow be critical of them. They also identify benign
users’ messages more easily (UN ).

The scenarios we consider, as well as the values for
the above parameters considered in each scenario, can be
seen in Table 2. While the description of our simulation
results (see §6.2) focuses on an adversary whose nodes
make up to 2% of the overall Anix network (Adv = 0.02),
Appendix C addresses more stringent scenarios where the
adversary makes up to 5%, 10%, and 25% of the overall
user-base within the Anix network. Nevertheless, the trends
observed below still hold for these alternative scenarios.

6. Evaluation Results

We now analyze Anix’s performance and the impact of
various attacks on Anix’s coverage and resilience. Then, we
compare Anix’s resilience to that of Rangzen’s.

6.1. Micro-benchmarks

Latency of node discovery. We measured the time required
for a Anix device to be able to find and connect to another
device in its vicinity (via the hybrid Wi-Fi Direct and Blue-
tooth pairing described in §4.5). Our experiments revealed
that our devices can complete this operation in ≈1.8s.

Message exchange times. We measured the necessary time
for our devices to conclude a message exchange. In this
experiment, each device sends 100 messages to the other.

TABLE 3. COMPUTATION TIME (IN MS) FOR ANIX’S OPERATIONS.

Op./Device Gen. PSU Create Msg. Create Vote Verify Sig. BVer (Alg. 3)

Samsung A40 175.06 ± 1.05 46.30 ± 0.01 84.61 ± 1.14 61.33 ± 0.21 67.68 ± 0.21
ZTE Blade V40 64.95 ± 0.29 19.75 ± 0.01 38.76 ± 0.32 43.29 ± 0.28 47.30 ± 0.48

Following Rangzen’s [7] average message payload sizes, we
set the length of each O2M message payload to 140B. This
amounts to a total of 332B, accounting for each message’s
corresponding PSU (128B) and signature (64B). We spread
10 000 votes (64B each) amongst the messages held by
each device, amounting to a total communication volume
of ∼1300KB. Our results reveal that this exchange is com-
pleted in 11.58s, indicating an average Bluetooth transmis-
sion speed of ∼1.28Mbps (akin to recent work [26]).

Computation time for basic operations. We measured the
time required to complete the operations that support Anix’s
main functionalities, namely: generating PSUs; creating
messages (excluding the generation of the PSUs that are
appended to them); creating votes, and; verifying signatures
(i.e., the backbone of Anix’s operations when processing
received messages). Table 3 shows the time (in millisec-
onds) spent on each operation, averaged after 10 000 trials.
These numbers suggest that Anix’s basic operations can be
performed swiftly and that the necessary cryptographic oper-
ations to assess messages’ authenticity and triage incoming
messages/votes (see §4.5) do not add substantial overheads.

Battery consumption. We use Anix to continuously ex-
change messages between two devices for a full hour and
measure the battery consumption imposed when running the
app through Android’s internal battery monitor. We find that
Anix consumes 87.68mAh charge on our ZTE device per
hour, which amounts to 1.5% of its 6000mAh battery.

6.2. Simulations

Anix users can weed out misinformation. Table 2 shows
how many benign (and misinformation) messages were
up/downvoted by a majority of benign users across different
user awareness scenarios, suggesting that the more aware
users are of the adversary, the less pronounced the effect of
the adversary’s actions; users tend to distrust misinformation
and better assess the trustworthiness of benign messages.
However, even for the naive user scenario, only 40 out of
1341 misinformation messages are majorly upvoted.

Anix users can avoid trusting adversarial nodes. Table 2
also shows how many benign/malicious users were able to
gain the trust of other benign users (via OWT ). We see that
the vast majority of OWT messages are targeted at benign
users instead of adversarial nodes. While users in the default
or aware scenarios hardly ever gain enough confidence to
trust adversary nodes (e.g., 11 OWT messages in the default





or Nym [62]. Anix draws inspiration from these systems
but aims to provide a secure platform for anonymously
exchanging information during internet shutdowns.

Privacy-preserving reputation systems. Solutions like rep-
utation transfer systems, or coin- and ticket-based reputation
systems can provide reputation tracking without hindering
users’ privacy [63]. However, some of these solutions rely
on trusted entities for handling the management of reputa-
tion [64], while others require internet access [65]. In turn,
Anix allows a mesh network’s users to progressively build
trust relationships through the analysis of messages’ content
and message endorsements, while retaining anonymity.

8. Conclusion

We introduced Anix, a novel blackout-resistant mes-
saging app that addresses the need for secure and anony-
mous microblogging-alike communication during internet
shutdowns. Through new trust establishment and anonymous
message endorsing features, Anix allows users to maintain
privacy while managing trust relationships and assessing the
trustworthiness of messages. Our evaluation suggests that
Anix is resilient to attackers that pose as legitimate users.

Limitations and future work. Anix’s hard revocations
offer post-compromise anonymity but require swift action
from the affected users so that they can issue revocation
certificates and resist impersonation attempts. This may be
difficult in practice, e.g., if the user whose device was seized
is temporarily detained for interrogation. An interesting
direction for future work would include the exploration of
anti-forensic mechanisms for automating revocations with-
out user involvement, e.g., by automatically issuing revoca-
tion certificates from a secondary device if the user does not
periodically cancel a ªself-destructº countdown timer on it.

China is the first country to crack down on mobile
ad-hoc file-sharing apps [66], [67], targeting commercial
solutions like Apple’s AirDrop, and Bluetooth-based apps.
Possible upcoming restrictions envision banning the sale of
commercial apps, not affecting apps like Bridgefy, Briar, or
Anix. Currently, ad-hoc Bluetooth communications are not
restricted, but future regulations might prompt the develop-
ment of enhanced mesh protocols which hide the fact that
users are using blackout-resistant messaging apps altogether.

Other research directions aligned with our work may
also include the study of alternative schemes for the selective
linking of pseudonyms and pseudonym revocation, e.g., by
adapting recent solutions for other contexts such as signing
code commits [68] and VANET scenarios [69], respectively.
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Appendix A.

Anix Message Formats

PSU structure.

PubKEOTU
(32 Bytes)

PubKSOTU
(32 Bytes)

BSignPubKID,PrivKID
(PubKEOTU ||PubKSOTU )

(64 Bytes)

One-to-many (O2M) message structure.

PSUsender

(128 Bytes)

SignPrivKSOTUsender
(m)

(64 Bytes)

Message m

(max. 256 Bytes)

One-way-trust (OWT ) message structure.

EncPubKEOTUreceiver
(PubKEIDsender

||PubKSIDsender
)

(405 Bytes under ECIES, where the payload is the concatenation of public identity keys padded to 320B)

One-to-one (O2O) message structure.

EncPubKEIDreceiver
(BSignPrivKSIDsender

(m)||m)

(405 Bytes under ECIES, where m is 256 Bytes ± padded if needed ± and the signature is 64 Bytes)

Some-to-some (S2S) group invitation message structure.

EncPubKEIDreceiver
(SimKEgroup)

(405 Bytes under ECIES, where the payload is a symmetric group encryption key padded to 320 Bytes)

Appendix B.

Rationale on Simulation Parameters

Table 5 summarizes the parameters of our simulations.
Below, we detail the rationale for each parameter’s value.

Network scale. We drew the configurations for parameters
(A,B,m,N ,β) ± related to the scale of the network ± directly
from ASMesh’s model [23]. We set K=15, meaning that, at
the start of the simulation, each user is deemed as a trusted
contact of an average 2.5% of all other users within a city
(where the total number of users is given by N=600).

Simulation duration. We set T=120 simulation steps of 1
hour each (5 days) as this interval sits within a common
duration for reported Internet shutdowns, e.g., during civil
unrest and high-profile political events [70], also being
longer than a sizable fraction of shutdowns consistently
reported to last less than a day (e.g., as in India [71]).

Adversarial power. Our evaluation throughout § 6 assumed
a ratio of 2% adversarial nodes (Adv=0.02) following the
reasoning provided in Rangzen (see [7] ± Sec.4.1). In Ap-
pendix C, we provide results for the effects of larger Adv

ratios on the degradation of Anix’s latency and coverage.

Anix device configurations. We set S to 3GB, amounting
to 2% of the storage available in each of our smartphones.

User interactions with the Anix app. We fixed Pinter

at 0.15, based on an average Anix usage of 4 hours per
day (4/24= 0.167). This is consistent with recent surveys on
social media app usage [72], from where we estimate an
average total usage of social media apps (extrapolated from
the combined usage time for the top seven trending apps) of
≈ 4h/day. We fixed Cm at 0.05. While being conservative,
we believe this value to be consistent with existing studies
that revealed that most Twitter users rarely issue posts [73].

Anix-specific parameters. We fixed OWTud and Uud at
0.66 and 0.55, respectively, based on preliminary experi-
ments that suggested reasonable trade-offs in Anix’s per-
formance and resilience. Parameters R and (UV , UM ,
UN ) were tuned in § 6.2. We fixed tpm at 24 hours after
experimenting with values ranging from 1 hour to multiple
days (up to 5 days, equaling to no deletion in our T=120
hours shutdown scenario), before converging on a day-long
persistence for operational reasons: longer tpm would make
phone storage run out faster, and, for larger values of T ,
force the storage allocated to Anix to be consistently maxed
out (consequently prompting for forced message deletion).

Appendix C.

More Stringent Adversarial Settings

A. Weeding out misinformation with additional adver-
sarial nodes. Tables 6, 7, and 8 showcase the number of
majorly up/downvoted benign and misinformation messages,
for scenarios where the proportion of adversarial nodes in
the network is increased to 5%, 10%, and 25%, respectively.

We can observe that, in general, the numbers shown in
the tables follow the trend observed in our running example
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