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Differential Privacy
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A randomized algorithm A: 𝓓→𝓡 satisfies (ε, δ)-differential privacy (DP) if for any two adjacent inputs 𝓓, 
𝓓′ ∈ 𝓓 that differ in an entry and for any subset of outputs t ⊆ R it holds that :

Pr[A(𝓓) ∈ t] ≤ 𝒆ε Pr[A(𝓓′) ∈ t] + δ

Quantifies information leakage Allows for small probability of failure

(ε, δ) referred to as privacy budget



Problem Setup
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Private
Dataset

Privacy 
Firewall

Query

Answers + Noise

• Privacy budget (ε, δ) spent for 
each query

• Limited number of queries
• Only DP supported queries
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Private
Dataset

Privacy 
Firewall

Query

Free answers

• No limit on number of queries
• May ask unsupported queries

Synthetic
Dataset

Privacy 
Budget (ε, δ) 

Human errors
Privacy 
regulations 
(Right to 
forget)

Rare 
conditions

What if the 
private dataset 
has missing 
values? 

May mention how we are evaluating the synthetic
dataset



DP Synthetic data generation
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Marginal based methods

Learn marginals over attributes
Add DP noise to the marginals
Sample synthetic data from noisy marginals

E.g. PrivBayes and AIM

Column based methods GAN based methods

Learn attributes in a sequence
Train intermediate models to predict next 
attribute
Use intermediate models to generate 
synthetic data

E.g. Kamino

Generator generates fake data
Discriminator/Critic identifies fake vs real
Generator can be used to generate synthetic 
data

E.g DPautoGAN, DPCTGAN

A B C D A B C D



What’s coming up next
§ Effect of missing values on private synthetic data generation

§ Types of missing data

§ Preliminary solutions 

§ Adaptive recourse for all three types of methods

§ Experimental setup

§ Results

§ Privacy amplification due to missing data

§ Conclusion
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Effect of missing values on private synthetic data generation
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Decrease of 5 - 23% in utility for <5% and 10 - 190% for <20% missing values

Fig: The effect of missing data on DP synthetic data generation algorithms on Adult



Types of missing mechanisms

PAGE  11

Missing completely at random (MCAR)

No correlation between missing values and 
observed values

Missing at random (MAR) Missing not at random (MNAR)

Missing values correlated to observed values Missing values correlated to other missing 
values

Occupation Age Income

35

Academic 40 60k

Business 30 200k

Occupation Age Income

Academic 35 60k

Business 40

Business 30

Occupation Age Smokes

Academic 35 No

Business 40

Business 30



Solution 1 : Complete row approach
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• Number of complete rows remaining can be 
very small
• 32k rows reduces to ≈ 5k complete rows 

with 20% MAR
• ≈ 1k complete rows with 20% 

MCAR/MNAR
• Complete row also introduces bias in the 

distribution of attributes

Fig: Complete row approach on various missing mechanisms

MAR and MNAR are most affected by 
complete row approach



Solution 2 : Imputation
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Private imputation can be done in two 
ways:
1. Split privacy budget 
2. Formulate imputation as a 

transformation function

Splitting results in less budget for 
synthetic data generation

DP imputation requires adding noise 
proportional to number of rows

What if we deal with missing data and 
generate synthetic data at the same 

time? 



Solution 3 : Adaptive Recourse
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Partial marginal observation-based

A B C D • Works for marginal based approaches
• The marginals are computed over subset of attributes : 

AB, C, D
• Learn from complete values in queried marginals
• Save incomplete rows over queried subset

AB and D can save information from this row



Solution 3 : Adaptive Recourse
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Column-wise data generation-based

A B C D • Attributes are learnt in a sequence
• Synthetic data is generated by leveraging 

intermediate model
• Impute missing values using learnt models



Solution 3 : Adaptive Recourse

PAGE  16

GAN-based

Missing 
data

Data Mask

Data 
Generator

Missing
Generator

NoiseNoise

Fake
Data

Fake
Mask

Data CriticMissing Critic

• Missing data is split into data and missing mask
• Two GAN models on missing mask and complete are 

learnt

After convergence, the data generator is used to 
sample synthetic data



Experimental Setup
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Methods
Marginal based approaches: PrivBayes and AIM
Column wise data generation: Kamino
GAN based: DPCTGAN, DPAutoGAN

Datasets
Adult, BR2000, Bank and National 

Metrics
1-way and 2-way metric (smaller values are better) [Mention how 
exactly its being calculated]
F1-score of 9 ML models (higher values are better)

GAN based methods are trained with 𝜖=3 and others with 𝜖=1
All results are averaged over 3 runs. 



Results
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Fig: Comparison of all solutions on Adult dataset with 10% MCAR data

• Adaptive recourse methods perform better than the complete row approach or imputation
• Complete row approach performs second best



Results
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Fig: Comparison of adaptive strategies vs complete row approach for all baselines on Bank

Adaptive methods outperform other baselines at various amounts of missing data
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Fig: Comparison of adaptive strategies vs complete row approach for all baselines with different missing mechanisms on Bank 20%

Adaptive methods outperform other baselines at various missing mechanisms



PRIVACY AMPLIFICATION DUE TO MISSING 
DATA
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Recap Problem Setup
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Missing 
mechanismGroudtruth

Dataset

Private
Missing
Dataset

Privacy 
Firewall

Query

Free answers
Synthetic
Dataset

Privacy 
Budget (ε, δ) 

How does the privacy guarantee 
change for the groundtruth data? 



Amplification due to subsampling
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Consider an algorithm A: 𝓓→𝓡
satisfies (ε, δ)-differential privacy if a 
sampling mechanism 𝑆 (𝐷) that 
samples a random subset 𝑈 from 
dataset 𝐷 of 𝑛 samples with p 
probability for each sample. Then, the 
composite mechanism A(𝑆 (𝐷)) offers 
(p𝜖, p𝛿)-DP for small values of 𝜖.  

Subsampling 
into smaller 

batches

Can we use the natural discarding of 
missing rows to amplify privacy? 



Is amplification always possible? 
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State and Gender are MCAR and Income is MNAR

Amplification is possible only when each row has 
independent probability of having missing values.



Amplification for MCAR
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Assuming MCAR for all rows.
Φstate = 0.25, Φoccupation = 0, Φgender = 0.25, Φincome = 0.25

For complete row approach, 

Π! 1 − 𝜙! = 0.421𝜖	 (𝑠𝑎𝑣𝑒𝑠 ↓ 0.579𝜖	)

Attributes {𝐴1, . . . 𝐴𝑘 }
Missing probabilities {𝜙1, . . . , 𝜙𝑘 }

The probability of a row not having missing value = Π!(1 − 𝜙!)



Amplification for partial marginal based approach
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Assuming MCAR for all rows.
Φstate = 0.25, Φoccupation = 0, Φgender = 0.25, Φincome = 0.25

Marginals:
M1 <State> : 1 - Φstate = 0.75
M2 <Occupation> : 1- Φoccupation  = 1 
M4 <Gender, Income>: (1 – Φgender ) * (1 - Φincome )= 0.5625

Assuming 𝜖/3 budget for each, total is 0.77 𝜖



Amplification for partial marginal based approach
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Assuming MCAR for all rows.
Φstate = 0.25, Φoccupation = 0, Φgender = 0.25, Φincome = 0.25

Marginals:
M1 <State> : 1 - Φstate = 0.75
M2 <Occupation> : 1- Φoccupation  = 1 
M3 <Gender> : 1- Φgender  = 0.75
M4 <Gender, Income>: (1 – Φgender ) * (1 - Φincome )= 0.5625

Assuming equal budget 𝜖/4 budget for each 
If we choose the marginal with most 
amplification M4 over M3,
M1, M2, M4 = 0.83𝜖 (↓ 𝑠𝑎𝑣𝑒𝑠	0.17	𝜖)

A better bound is possible if both M3 and M4 
are amplified using intersecting attribute

M3 and M4 both amplified using Gender
Therefore,

0.75 ∗
𝜖
4 + 1 ∗

𝜖
4 + 0.75 2	 ∗

𝜖
4 =

                                           0.81𝜖 (↓ 𝑠𝑎𝑣𝑒𝑠	0.19	𝜖)
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Algorithm:
1. Find all possible disjoint partitions of the 

attribute set 
2. Iterate all partitions 

1. Initialize cost for partition
2. Choose best amplification factor in 

partition for every marginal
3. Calculate total cost

3. Return partition with lowest cost

The problem of finding the best partition is 
exponential hard 

We show optimizations to prune some partitions

Table: Amplified privacy costs 



Conclusion
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Photo credit: @bruce.digital

• We show that missing data can drastically affect the performance of DP synthetic data 
generation methods

• Complete row approach and imputation are not effective solutions. They either discard too 
many rows or are costly in terms of privacy.

• Simple adaptive methods significantly improve the quality of DP synthetic data generations 
methods without spending extra privacy budget

• Missing data can be used to amplify privacy using subsampling techniques

Thank you! Questions? :) 

Add your name to lunch list --->
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