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- the moreover part just follows from taking small enough $\varepsilon$.
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- Lemma: if the conditions above hold, then there is $\alpha \in \mathbb{C}$ nonzero such that $\alpha z \geq 0$

Proof by squaring both sides and using complex conjugates.
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- But if $\alpha z \geq 0$ and a nonzero vector, we have
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- By previous lecture, we saw that $A$ being aperiodic and irreducible implies that there is $m>0$ such that $A^{m}$ has all positive entries.
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- Stationary distribution: $\pi_{i}=\frac{d_{i}}{2 m}, \quad m=|E|$
- Transition matrix: $P=D^{-1} \cdot A_{G}$
- $P$ similar to a symmetric matrix: $P^{\prime}=D^{-1 / 2} A_{G} D^{-1 / 2}$
- $P$ and $P^{\prime}$ has same eigenvalues! And $P^{\prime}$ has only real eigenvalues!
- Eigenvectors of $P$ are $D^{-1 / 2} v_{i}$ where $v_{i}$ are eigenvectors of $P^{\prime}$. And $v_{i}$ can be taken to form orthonormal basis.
- Graph strongly connected $\Rightarrow$ Perron-Frobenius for irreducible non-negative matrices
- unique eigenvector whose eigenvalue has max absolute value
- eigenvector has all positive coordinates
- eigenvalue is positive
- This eigenvector is $\pi$ !
- All random walks converge to $\pi$, as we wanted to show.
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$$
p_{t+1}(j)=\sum_{i:(i, j) \in E} \frac{p_{t}(i)}{\delta^{\text {out }}(i)} \Rightarrow p_{t+1}=P \cdot p_{t}
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- If graph finite, irreducible and aperiodic, fundamental theorem guarantees stationary distribnution.
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- In practice, directed graph may not satisfy fundamental theorem's conditions
- Modify original graph as follows:
- Fix number $0<s<1$
- Divide $s$ fraction of its pagerank value to its neighbors,
- $1-s$ fraction of its pagerank value to all nodes evenly
- Equivalent to the random walk:
- With probability $s$ go to one of its neighbors (uniformly at random),
- With probability $1-s$ go to random page (uniformly at random)
- Now resulting graph is strongly connected and aperiodic $\Rightarrow$ unique stationary distribution
- This modification does not change "relative importance" of vertices
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