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## Pairwise Independent Hash Family

## Definition 1 (Pairwise Independent Hash Family)
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Example 2
The family
$\mathcal{H}:=\left\{h_{a, b}(x)=\left(a_{1} \cdot x+b_{1}, \ldots, a_{m} \cdot x+b_{m}\right) \mid a_{i} \in\{0,1\}^{n}, b_{i} \in\{0,1\}\right\}$
is a family of pairwise independent hash functions.

## Unique Solution from Hashing

Lemma 3
If $T \subseteq\{0,1\}^{n}$ such that $2^{k} \leq|T|<2^{k+1}$ and $\mathcal{H}$ is a family of pairwise independent hash functions $h:\{0,1\}^{n} \rightarrow\{0,1\}^{k+2}$ then

$$
\operatorname{Pr}_{h \in \mathcal{H}}[|\{x \in T \quad \mid h(x)=0\}|=1] \geq 1 / 8
$$

## Unique Solution from Hashing

Lemma 3
If $T \subseteq\{0,1\}^{n}$ such that $2^{k} \leq|T|<2^{k+1}$ and $\mathcal{H}$ is a family of pairwise independent hash functions $h:\{0,1\}^{n} \rightarrow\{0,1\}^{k+2}$ then

$$
\operatorname{Pr}_{h \in \mathcal{H}}[|\{x \in T \quad \mid h(x)=0\}|=1] \geq 1 / 8
$$

- Fix $x \in T$. Want to compute

$$
\underset{h}{\operatorname{Pr}}[h(x) \wedge \forall y \in T \backslash\{x\}, h(y) \neq 0]
$$

## Unique Solution from Hashing

Lemma 3
If $T \subseteq\{0,1\}^{n}$ such that $2^{k} \leq|T|<2^{k+1}$ and $\mathcal{H}$ is a family of pairwise independent hash functions $h:\{0,1\}^{n} \rightarrow\{0,1\}^{k+2}$ then

$$
\operatorname{Pr}_{h \in \mathcal{H}}[|\{x \in T \quad \mid h(x)=0\}|=1] \geq 1 / 8
$$

- Fix $x \in T$. Want to compute

$$
\underset{h}{\operatorname{Pr}}[h(x) \wedge \forall y \in T \backslash\{x\}, h(y) \neq 0]
$$

- Write

$$
\begin{aligned}
& \underset{h}{\operatorname{Pr}}[\forall y \in T \backslash\{x\}, h(y) \neq 0 \quad \mid h(x)=0] \\
& =1-\operatorname{Pr}[\exists y \in T \backslash\{x\} \text { s.t. } h(y)=0 \mid h(x)=0]
\end{aligned}
$$

## Unique Solution from Hashing

- Union bound

$$
\begin{aligned}
& \operatorname{Pr}[\exists y \in T \backslash\{x\} \text { s.t. } h(y)=0 \mid h(x)=0] \\
& =\sum_{y \in T \backslash\{x\}} \operatorname{Pr}[h(y)=0 \mid h(x)=0] \\
& =\sum_{y \in T \backslash\{x\}} \operatorname{Pr}[h(y)=0]
\end{aligned}
$$

## Construction of family of CNFs

Given a CNF $\phi$, let $S_{\phi}$ be the set of satisfying assignments to $\phi$.
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- all expressions constantly many vars $\Rightarrow$ small CNF


## Proof of Valiant-Vazirani

Theorem 5 (Valiant Vazirani 1986)
If there is poly-time algorithm which on input a CNF formula $\phi$ with $\left|S_{\phi}\right|=1$ finds the assignment, then $R P=N P$.

## Proof of Valiant-Vazirani

Theorem 5 (Valiant Vazirani 1986)
If there is poly-time algorithm which on input a CNF formula $\phi$ with $\left|S_{\phi}\right|=1$ finds the assignment, then $R P=N P$.

- Algorithm: run the below procedure 10 times

1. On input $\phi$ use algorithm from Lemma 4 with parameters $0 \leq k \leq n$, constructing $\psi_{k}$ for each $k$
2. Accept if our poly-time algorithm finds a satisfying assignment to one of the formulas

## Proof of Valiant-Vazirani

Theorem 5 (Valiant Vazirani 1986)
If there is poly-time algorithm which on input a CNF formula $\phi$ with $\left|S_{\phi}\right|=1$ finds the assignment, then $R P=N P$.

- Algorithm: run the below procedure 10 times

1. On input $\phi$ use algorithm from Lemma 4 with parameters $0 \leq k \leq n$, constructing $\psi_{k}$ for each $k$
2. Accept if our poly-time algorithm finds a satisfying assignment to one of the formulas

- If $\phi$ is unsatisfiable then procedure above will never accept


## Proof of Valiant-Vazirani

Theorem 5 (Valiant Vazirani 1986)
If there is poly-time algorithm which on input a CNF formula $\phi$ with $\left|S_{\phi}\right|=1$ finds the assignment, then $R P=N P$.

- Algorithm: run the below procedure 10 times

1. On input $\phi$ use algorithm from Lemma 4 with parameters $0 \leq k \leq n$, constructing $\psi_{k}$ for each $k$
2. Accept if our poly-time algorithm finds a satisfying assignment to one of the formulas

- If $\phi$ is unsatisfiable then procedure above will never accept
- If $\phi$ is satisfiable, by lemma 4, each iteration of algorithm succeeds with probability $\geq 1 / 8$. Probability of success is $\geq 1-(7 / 8)^{10}>1 / 2$
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