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## Overview
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## Definition

The class $\Sigma_{2}^{p}$ is the set of languages $L \subseteq\{0,1\}^{*}$ such that there is poly-time TM $M$ and polynomial $q$ such that

$$
x \in L \Leftrightarrow \exists u \in\{0,1\}^{q(|x|)} \forall v \in\{0,1\}^{q(|x|)} M(x, u, v)=1 .
$$

## Polynomial Hierarchy (PH)
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where $Q_{i}=\exists$ iff $i$ odd.
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where $Q_{i}=\exists$ iff $i$ odd.
The polynomial hierarchy is the set PH := $\bigcup_{i} \Sigma_{i}^{p}$.
Can also define $\Pi_{i}^{p}:=\left\{\bar{L} \mid L \in \Sigma_{i}^{p}\right\}$. Equivalently, $L \in \Pi_{i}^{p}$ iff:

$$
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where we alternate the quatifiers.
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2. Construction of NTM $M \in \operatorname{NP}^{N P}$

- On input $x \in\{0,1\}^{n}, M$ guesses $u_{1} \in\{0,1\}^{p(n)}$ and asks NP oracle:

$$
\exists u_{2} \in\{0,1\}^{p(n)} V\left(x, u_{1}, u_{2}\right)=0
$$

- By Cook-Levin and $V$ being a TM, above query can be described by a SAT instance
- Thus $M$ accepts $\Leftrightarrow x \in L$
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1. $L \in \mathrm{NP}^{\mathrm{SAT}}$. Thus, there is oracle NTM $M$ which decides $L$ in poly-time.
2. There is $p: \mathbb{N} \rightarrow \mathbb{N}$ polynomial such that on input $x \in L \cap\{0,1\}^{n}$ :
3. Let NTM $M^{\prime}$ be such that on input $x$,

- $M^{\prime}$ guesses an accepting path and all oracle queries of $M(x)$ with their respective answers
- For each oracle query with YES answer, $M^{\prime}$ guesses a satisfying assignment
- $M^{\prime}$ left with the questions with NO answer, say $\phi_{1}, \ldots, \phi_{k}$ formulae
$M^{\prime}$ asks its oracle whether $\phi_{1} \vee \cdots \vee \phi_{k}$ is satisfiable Returns YES $\Leftrightarrow$ answer to the above is NO

4. Conversely if $M^{\prime}(x)$ has accepting computation, then $M(x)=1$ and thus $x \in L$.
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6. If $\Pi_{i}^{p}=\Pi_{i+1}^{p}$ for some $i$ then $\Sigma_{j}^{p}=\Pi_{j}^{p}=\Pi_{i}^{p}$ for all $j \geq i$
7. If PH has a complete problem, then PH collapses.
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## Proposition

If $N P=$ coNP then $\Sigma_{i}^{p}=N P$ for every $i \geq 1$.

1. We first prove NP $=\operatorname{coNP} \Rightarrow \Sigma_{2}^{p}=N P$
$>\Sigma_{2}^{p}=\mathrm{NP}^{\mathrm{SAT}}$
(earlier proposition)

- $L \in \Sigma_{2}^{p}$ then let $M$ be SAT-oracle poly-time NTM deciding $L$
$\triangleright \mathrm{NP}=\mathrm{coNP} \Rightarrow \exists \mathrm{NTM} M^{\prime}$ deciding SAT
- Let $M^{\prime \prime}$ be the NTM such that on input $x$ :
$1.1 M^{\prime \prime}$ guesses an accepting path of $M(x)$ with oracle queries $\varphi$ and answers
1.2 for each YES answer, guess satisfying assignment
1.3 for each NO answer to $\varphi, M^{\prime \prime}$ guesses accepting computation of $M^{\prime}(\varphi)$
- $M(x)=1 \Leftrightarrow M^{\prime \prime}(x)=1$

2. Prove by induction $\Sigma_{i}^{p}=\mathrm{NP}$ for $i \geq 2$.
3. Assuming that $\Sigma_{i-1}=\mathrm{NP}$ we have $\Sigma_{i}^{p}=\mathrm{NP}^{\Sigma_{i-1}^{p}}=\mathrm{NP}^{\mathrm{NP}}=\Sigma_{2}^{p}=\mathrm{NP}$

## - Polynomial Hierarchy (PH)

- Time vs Alternations: time-space tradeoffs
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## Alternating Turing Machines (ATM)

Definition (Alternating Time)
Language $L \subseteq\{0,1\}^{*}$ is in $\operatorname{ATIME}(t(n))$ if there is a constant $c>0$ and a $c \cdot t(n)$ ATM $M$ such that $x \in L \Leftrightarrow M(x)=1$.

If for every input $x$ and every directed path in $G_{M, x}, M$ 's states' quantifiers alternate at most $i-1$ times, then

- $L \in \Sigma_{i} \operatorname{TIME}(t(n))$
- $L \in \Pi_{i} \operatorname{TIME}(t(n))$
if $q_{\text {start }}$ has $\exists$
if $q_{\text {start }}$ has $\forall$

Proposition

$$
\begin{aligned}
\Sigma_{i}^{p} & =\bigcup_{c} \Sigma_{i} \operatorname{TIME}\left(n^{c}\right) \\
\Pi_{i}^{p} & =\bigcup_{c} \Pi_{i} \operatorname{TIME}\left(n^{c}\right)
\end{aligned}
$$

## Time-Space tradeoff

Theorem

$$
S A T \notin \operatorname{TISP}\left(n^{1.1}, n^{0.1}\right)
$$
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