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## Overview

- Ladner's Theorem: NP-intermediate problems
- Oracle TMs \& Relativization: limits of diagonalization
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${ }^{1}$ Ladner actually proved more - a hierarchy of intermediate problems.
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- Suppose not. Then there is $x \in\{0,1\}^{*}$ s.t. $M(x) \neq$ SAT $_{H}(x)$.
- If $n>2^{|x|}$, then $H(n) \neq c$, since we know that $x$ as above is s.t. $|x| \leq \log n$ and $M(x) \neq \mathrm{SAT}_{H}(x)$.
- contradicts $H(n)=c$ for $\infty$ 'ly many $n$.
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- Since $\mathrm{P} \neq \mathrm{NP}$, our claim implies $H(n)=\omega(1)$ hence

$$
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for large enough $|\phi|$.

- Such reduction implies that SAT $\in$ P!
contradiction
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- Open question: are there "natural" problems in NP which are neither in P nor NP-complete?
Candidates:
- factoring
- graph isomorphism
- Our separations so far have all used diagonalization
- Defining "diagonalization:" any proof technique which relies only on

1. existence of efficient representation of TMs by strings
2. efficient simulation of TMs (universal TMs)

- any argument using the above treats TMs as black boxes

Could diagonalization alone prove P vs NP?

- Ladner's Theorem: NP-intermediate problems
- Oracle TMs \& Relativization: limits of diagonalization
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- Given a language $O \subset\{0,1\}^{*}$, an oracle TM is a TM $M^{O}:=(\Sigma, \Gamma, \mathcal{Q}, \delta)$ s.t.:

1. $M^{O}$ has a special oracle tape (in addition to other tapes)
2. $q_{y e s}, q_{n o}, q_{q u e r y} \in \mathcal{Q}$

When $M^{O}$ enters state $q_{q u e r y}$, then $M^{O}$ moves to $q_{y e s}$ if content of oracle tape is in $O$ and $q_{n o}$ otherwise

## Query to $O$ counts as 1 computational step!

- Similar definition for NTMs
- Complexity classes:
- $\mathrm{P}^{O}:=$ set of languages decided by poly-time deterministic O-oracle TMs
$\mathrm{NP}^{O}:=$ set of languages decided by poly-time nondeterministic $O$-oracle TMs
Can also define $A^{B}$ where $A, B$ are complexity classes.
- Oracle TMs satisfy diagonalization properties!
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U_{B}:=\left\{1^{n} \mid B \text { contains some string of length } n\right\}
$$
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- Can diagonalization be used to solve P vs NP?

Could be, but proof has to differentiate between oracle-machines and non-oracle machines.
l.e., non-relativize.

- Connection to mathematical logic:

Independence results: certain mathematical statements cannot be proved or disproved in a particular set of axioms.

1. Independence of Euclid's fifth postulate (non-Euclidean geometries)
2. Continuum Hypothesis from Zermelo-Fraenkel
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[^0]:    ${ }^{1}$ Ladner actually proved more - a hierarchy of intermediate problems.

