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## Hyperbolic Programming

## Definition (Hyperbolic Programming)

Given $h(\mathbf{x}) \in \mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ hyperbolic with respect to $\mathbf{e} \in \mathbb{R}^{m}$, a hyperbolic program is the following minimization problem:

$$
\begin{aligned}
& \quad \inf \mathbf{c}^{\dagger} \mathbf{x} \\
& \text { s.t. } \mathbf{x} \in \Lambda_{+}(h, \mathbf{e})
\end{aligned}
$$
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## Remark

Hyperbolic programming generalizes Linear Programming (LP) and Semidefinite Programming (SDP)!

- Hyperbolic programming with $h(\mathbf{x})=\ell_{1}(\mathbf{x}) \cdots \ell_{m}(\mathbf{x})$ gives rise to LPs
- Hyperbolic programming with $h(\mathbf{x})=\operatorname{det}\left(\sum A_{i} x_{i}\right)$, with $A_{i}$ symmetric matrices gives rise to SDPs


## Spectrahedral Sets \& SDPs ${ }^{1}$

## Definition (Spectrahedral Sets)

A convex set $S \subseteq \mathbb{R}^{m}$ is spectrahedral if it can be defined by linear matrix inequalities (LMIs). That is, there exists $d \in \mathbb{N}$ and $d \times d$ symmetric matrices $A_{1}, \ldots, A_{m}, B$ such that

$$
S=\left\{\mathbf{c} \in \mathbb{R}^{m} \mid \sum_{i} c_{i} \cdot A_{i} \succeq B\right\}
$$

$S$ has non-empty interior if there is $\mathbf{e} \in S$ such that $\sum_{i} e_{i} \cdot A_{i} \succ B$.
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## Open Question (General Lax Conjecture)

Is every hyperbolicity cone a spectrahedral set?
This question relates the qualitative generality of Hyperbolic Programming compared with SDPs.
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- First containment proper.
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- First containment proper.
- General Lax Conjecture: the last containment is in fact an equality

$$
S D P=H P \quad \text { (qualitatively) }
$$

inf $c^{+} x$

$$
\text { nit } x \in \underbrace{0}_{\sum_{i=1}^{m} A_{i} x_{i} \zeta_{i}(h, \bar{e})}
$$

$\sum A_{i} e_{i}>0$ in interior
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And many more... this is just the beginning of the rabbit hole.

## Previous Work

## Theorem (Non-Explicit Lower Bounds [RRSW 2019])

Exponential lower bounds on the dimension of minimal spectrahedral representations of non-explicit hyperbolicity cones (which are known to be spectrahedral).

- Exponential lower bounds for some polynomial in a large set of hyperbolic polynomials
- Carefully chosen perturbations of elementary symmetric polynomial
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General Lax Conjecture - Equivalent Formulation $h(\mathbf{x}) \in \mathbb{R}\left[x_{1}, \ldots, x_{m}\right]$ hyperbolic w.r.t. $\mathbf{e} \in \mathbb{R}^{m}$, does there exist $d \in \mathbb{N}$ and symmetric $d \times d$ matrices $A_{1}, \ldots, A_{m}$ such that

$$
\begin{aligned}
& \Lambda_{+}(h, \mathbf{e})= \frac{\left\{\mathbf{c} \in \mathbb{R}^{m} \mid \sum_{i} c_{i} \cdot A_{i} \succeq 0\right\}}{\text { LMI }} \\
&\left.\sum A_{i} e_{i}\right\} 0
\end{aligned}
$$

(with nonempty interior)
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## Definition (Definite Determinantal Representations)

A homogeneous polynomial $h(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]$ has a definite determinantal representation at $\mathbf{e} \in \mathbb{R}^{m}$ if there are symmetric matrices $A_{1}, \ldots, A_{m}$ s.t.:

- $\sum_{i} e_{i} \cdot A_{i} \succ 0$
- $h(\mathbf{x})=\operatorname{det}\left(\sum_{i} x_{i} \cdot A_{i}\right)$
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## Proposition (General Lax Conjecture - Equivalent Formulation)

Each hyperbolic polynomial $h(\mathbf{x})$ at $\mathbf{e} \in \mathbb{R}^{m}$ can be multiplied by another hyperbolic polynomial $q(\mathbf{x})$ at $\mathbf{e}$, such that $\Lambda_{+}(h, \mathbf{e}) \subseteq \Lambda_{+}(q, \mathbf{e})$ and the polynomial $h(\mathbf{x}) \cdot q(\mathbf{x})$ has a definite determinantal representation.

## Minimal Defining Polynomials

- A set $\mathcal{C} \subset \mathbb{R}^{m}$ is an algebraic interior if there is a polynomial $p(\mathbf{x}) \in \mathbb{R}[\mathbf{x}]$ such that $\mathcal{C}$ is the closure of a connected component of

$$
\left\{\mathbf{a} \in \mathbb{R}^{m} \mid p(\mathbf{a})>0\right\}
$$

$p$ is called a defining polynomial of $\mathcal{C}$
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$$

$p$ is called a defining polynomial of $\mathcal{C}$

- If $\mathcal{C}$ is an algebraic interior, then a minimal degree polynomial defining $\mathcal{C}$ is unique (up to units) minimal defining polynomial of $\mathcal{C}$
- If $p$ is the minimal defining polynomial of $\mathcal{C}$, any other defining polynomial $q$ of $\mathcal{C}$ must be a multiple of $p$ in the following way:

$$
\operatorname{det}\left(\sum m_{i} A_{i}\right) \quad q(\mathbf{x})=p(\mathbf{x}) \cdot h(\mathbf{x})
$$

where $h$ is strictly positive on a dense connected subset of $\mathcal{C}$

$$
\Lambda_{+}(h, \bar{e}) \supset \Lambda_{+}(p, \bar{e})
$$

## Factoring and Circuit Size

## Theorem (Factors are closed in VP [Kaltofen 1989])

If a polynomial is in VP (i.e. has polynomial degree in the number of variables and can be computed by poly-sized algebraic circuits), then so do all of its factors.

## Factoring and Circuit Size

## Theorem (Factors are closed in VP [Kaltofen 1989])

If a polynomial is in VP (i.e. has polynomial degree in the number of variables and can be computed by poly-sized algebraic circuits), then so do all of its factors.

Corollary" (Factors are closed in VP [Kaltofen 1989])
If a polynomial is not in VP, then no multiple of this polynomial is in $V P$ either.

## Main Result: Conditional Lower Bounds

## Definition (Matching Polynomial [Amini 2019])

Let $G(V, E)$ be an undirected graph $\mathbf{x}=\left(x_{v}\right)_{v \in V}, \mathbf{w}=\left(w_{e}\right)_{e \in E}$ be indeterminate.

- $\mathcal{M}(G)$ be the set of all matchings of $G, \mathcal{M}(G) \subseteq 2^{E}$
- for $M \in \mathcal{M}(G)$ let $V(M)$ be the vertices in this matching

$$
\mu_{G}(\mathbf{x}, \mathbf{w})=\sum_{M \in \mathcal{M}(G)}(-1)^{|M|} \cdot \prod_{v \notin V(M)} x_{v} \cdot \prod_{e \in M} w_{e}^{2} .
$$

Amini showed that this polynomial is hyperbolic and the hyperbolicity cone of $\mu_{G}$ is spectrahedral.

Amini constructed spectrahedral representation dimension $x$ !
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$$
\mu_{G}(\mathbf{x}, \mathbf{w})=\sum_{M \in \mathcal{M}(G)}(-1)^{|M|} \cdot \prod_{V \notin V(M)} x_{V} \cdot \prod_{e \in M} w_{e}^{2} .
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Amini showed that this polynomial is hyperbolic and the hyperbolicity cone of $\mu_{G}$ is spectrahedral. $\bar{e}=\left(1_{V}, D_{E}\right)$

## Theorem (Lower Bounds for Spectrahedral Representations)

If $G=K_{n, n}$ is the complete bipartite graph, then the minimal spectrahedral representation of the hyperbolicity cone of $\mu_{G}$ is superpolynomial, assuming that VP $\neq V N P$.

Proof strategy: $\quad\left(\mu=\mu_{u_{n}, n}, \bar{e}\right)$

1) $\mu$ is VWP-hard
2) $\mu$ is irreducible $\binom{\mu$ is minimal defining polynomial }{ of ins hypabolicity cone w.n.t. $\bar{e}}$
3) Kaltofen's result to show that any definite determinatal representation must be large.

VNP-hardness of Matching Polynomial $\quad G=k_{n, n}$

$$
\begin{aligned}
& \mu(\bar{x}, \bar{w})= \sum_{M \in M}(-1)^{|\mu|} \prod_{\sigma d,(x) \mid} x_{v} \prod_{\bar{j} \in \mu} \omega_{\bar{i}}^{2} \\
& \mu(\overline{0}, \bar{\omega})=(-1)^{n} \sum_{\sigma \in S_{n}} \prod_{i=1}^{n} \omega_{i \sigma(i)}^{2} \\
&=(-1)^{n} \cdot \operatorname{Per}(W) \\
& W_{i j}=\omega_{i j}^{2} \\
& \mu(\overline{0}, \sqrt{1-\bar{u}})=(-1)^{n} \operatorname{Per}(J-U)
\end{aligned}
$$

 conpeper.

VNP－hardness of Matching Polynomial
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Irreducibility of Matching Polynomial

$$
\begin{aligned}
& \mu(\bar{x}, \bar{\omega})=\sum_{M \in M}(-1)^{|\mu|} \prod_{v \nless v(\mu)} x_{\dot{e} \in M} \omega_{E}^{2} \\
& \mu=p(\bar{x}, \bar{w}) \cdot q(\bar{x}, \bar{w}) \\
& \square_{n_{n o t}} x_{1} x_{2} \\
& \underbrace{\mu(\bar{\omega})}_{(-1)^{n} \cdot \operatorname{per}\left(\overline{0} \omega^{2}\right)}=\underbrace{p(\overline{0}, \bar{w})}_{0 x_{1} x_{2} m} \cdot q(\underbrace{(\overline{0}, \bar{w})}_{x_{1} n_{n}} \\
& \underbrace{\operatorname{Per}\left(\omega^{2}\right)}_{\text {irreducible }} 0_{1}^{0} x_{1} x_{2} \quad \mu\left(\overline{x_{1}}, \overline{0}\right)=\prod_{v / M}^{x_{0}} x_{0} \\
& \text { ("ionic") }
\end{aligned}
$$

Proof: Factoring Implies Multiples are Hard too

$$
\underbrace{\operatorname{det}\left(\sum A_{i} x_{i}+\sum B_{e} \omega_{e}\right)}=\mu \cdot q(\bar{x}, \dot{\omega})
$$

spectratubival repuestalion

1) $\operatorname{dim}\left(A_{i}\right)=\operatorname{dim}\left(B_{c}\right)$ supospdy done
2) 

$$
\begin{aligned}
& \operatorname{dim}\left(A_{i}\right)=\operatorname{dim}\left(B_{c}\right)=n^{c} \quad \therefore \begin{array}{l}
V P \neq V N P \\
\text { contrad }
\end{array} \\
& \Rightarrow \operatorname{det}\left(\sum A_{i} x_{i}+\sum B_{e} \omega_{e}\right) \in U P \\
& \therefore \text { controd: } \\
& \text { cton }
\end{aligned}
$$

## Conclusion

- Today we learned about the general Lax conjecture and their variants, including computational ones!
- All of them are open
- Connections to algebraic complexity, convex algebraic geometry, real algebraic geometry and real-stability!
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[^0]:    ${ }^{1}$ SDP deals with projections of spectrahedral sets (spectrahedral shadows)

