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Overview

@ Introduction
o Probability basic notions
e Balls and Bins
o Analyses

@ Coupon Collector and Power of Two Choices
e Coupon Collector
o Power of Two Choices

@ Acknowledgements

2/86



Basic notions
[ﬂ] = “Izl ";n&

Expen‘ah'an: a'.( Nondem vania ble X tole valuws in [ﬁ]

+hent E["] - Z_ .«Pn[x__‘-] L

fefn]
-"3 . J'( € and A o pnabJ.la evenls
[net A)

Cenditiona{ proba bi
Pe[E) = Pl | A)-BA Bl | AT B

3/86


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira



Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.
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Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.

We are interested in the following questions:

@ What is the expected number of balls in a bin?
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Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.

We are interested in the following questions:

@ What is the expected number of balls in a bin?

@ What is the expected number of empty bins?
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Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.

We are interested in the following questions:
@ What is the expected number of balls in a bin?
@ What is the expected number of empty bins?

o What is “typically” the maximum number of balls in any bin?
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Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.

We are interested in the following questions:
@ What is the expected number of balls in a bin?
@ What is the expected number of empty bins?
o What is “typically” the maximum number of balls in any bin?

@ What is the expected number of bins with k balls in them?
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Balls and Bins Questions

Setup: we have m balls and we want to put them in n bins.

As it is NBA playoff season, we will do this by throwing each ball into a
uniformly random bin independently.

We are interested in the following questions:
@ What is the expected number of balls in a bin?
@ What is the expected number of empty bins?
o What is “typically” the maximum number of balls in any bin?
@ What is the expected number of bins with k balls in them?
@ For what values of m do we expect to have no empty bins? (coupon
collector)
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Why Learn About Balls and Bins?

In next lectures, we are going to learn about and analyse randomized
algorithms. While we will usually analyse the expected running times of
the algorithms, we would also like to know if the algorithm runs in time
close to its expected running time most of the time.
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Why Learn About Balls and Bins?

In next lectures, we are going to learn about and analyse randomized
algorithms. While we will usually analyse the expected running times of
the algorithms, we would also like to know if the algorithm runs in time
close to its expected running time most of the time.

Running time small with high probability better than small expected
running time.
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Why Learn About Balls and Bins?

In next lectures, we are going to learn about and analyse randomized
algorithms. While we will usually analyse the expected running times of
the algorithms, we would also like to know if the algorithm runs in time
close to its expected running time most of the time.

Running time small with high probability better than small expected
running time.

In this lecture, we will analyse random processes (balls & bins) which

underlie several randomized algorithms! (ranging from data structures to

routing in parallel computers and beyond!)
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Why Learn About Balls and Bins?

In next lectures, we are going to learn about and analyse randomized
algorithms. While we will usually analyse the expected running times of
the algorithms, we would also like to know if the algorithm runs in time
close to its expected running time most of the time.

unning time small with high probability)better than small expected

running time.

In this lecture, we will analyse random processes (balls & bins) which
underlie several randomized algorithms! (ranging from data structures to
routing in parallel computers and beyond!)

After we learn about these basic processes, in lecture 7 (concentration
inequalities) we will be concerned with statements of the first kind (what

is the probability of deviating far from its expectation).
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Expected Number of Balls in a Bin

Let us label the m balls 1,...,m, and the n bins 1,2,... n.
Let Bj; be the indicator variable that ball i was thrown into bin j.
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Expected Number of Balls in a Bin

Let us label the m balls 1,...,m, and the n bins 1,2,... n.
Let Bj; be the indicator variable that ball i was thrown into bin j.
(B[J =4 ‘e =)

E[# balls in bin j] = E 0 othuuwis

2 Bw]
iil—

16 /86


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira



Expected Number of Balls in a Bin

Let us label the m balls 1,...,m, and the n bins 1,2,... n.
Let Bj; be the indicator variable that ball i was thrown into bin j.

E[# balls in bin j] =E

> Bw]
i=1

= Z E[B;] (linearity of expectation)
i=1
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Expected Number of Balls in a Bin

Let us label the m balls 1,...,m, and the n bins 1,2,... n.
Let Bj; be the indicator variable that ball i was thrown into bin j.

@.‘f { Lo =y

E[# balls in bin j] =E 0 o w-:

2 Bw]

i=1

= Z E[B;] (linearity of expectation)
i=1 T

m
= Prball i in bin j]

. —
i=1
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Expected Number of Balls in a Bin

Let us label the m balls 1,...,m, and the n bins 1,2,... n.
Let Bj; be the indicator variable that ball i was thrown into bin j.

E[# balls in bin j] =E

> Bw]
i=1

= Z E[B;] (linearity of expectation)
i=1
m

= SN XPr{ball i in bin j]
i=1
21 m _

= Z - =— (uniformly at random)
‘~'n n
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Expected Number of Balls in a Bin

Let us label the m balls 1,..., m, and the n bins 1,2,...,n.
Let Bj; be the indicator variable that ball i was thrown into bin j.

E[# balls in bin j] =E

> Bw]
i=1

= Z E[B;] (linearity of expectation)
i=1

m

= Prball i in bin j]
i=1
1 m

= Z - = (uniformly at random)
“~n n

When m = n, expectation of one ball per bin. How often will this actually
happen?
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Expected number of empty bins

Let N; be the indicator variable that bin i is empty.
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Expected number of empty bins
Let N; be the indicator variable that bin 7 is empty.

N;=‘it ;€ bin :'evﬂphj

0 ow.

E[# empty bins] = E

>
i=1
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Expected number of empty bins

Let N; be the indicator variable that bin 7 is empty.

E[# empty bins] = E

>
i=1

= ZE [Vi] (linearity of expectation)
i=1
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Expected number of empty bins

Let N; be the indicator variable that bin 7 is empty.

E[# empty bins] = E

>
i=1

= ZE [Vi] (linearity of expectation)
i=1

= Pr[bin i is empty /]
i=1
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Expected number of empty bins

Let N; be the indicator variable that bin i is empty.

E[# empty bins]

=1

= ZE [Vi] (linearity of expectation)

"bau
= Z Pr [bin i is empty ] M‘n by

—5(1—1/n @Tl>_

i=1 T polle uni§: nosgam
n-(1—1/n)"~n-e ™"
A
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Expected number of empty bins

Let N; be the indicator variable that bin 7 is empty.

E[# empty bins] = E

>
i=1

= ZE [Vi] (linearity of expectation)
i=1

n
= Pr[bin i is empty j]
i=1

=3 a-1/n)"
i=1
=n-(1—1/n)"~n-e " n/e

When m = n, expected fraction of empty bins is %
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Head Scratching Moment

When m = n, first calculation had expectation of one ball per bin.
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Head Scratching Moment

When m = n, first calculation had expectation of one ball per bin.

When m = n, second calculation had expectation of 1/e fraction of empty
bins.
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Head Scratching Moment

When m = n, first calculation had expectation of one ball per bin.

When m = n, second calculation had expectation of 1/e fraction of empty
bins.

Which expectation should | actually “expect”?
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Head Scratching Moment

When m = n, first calculation had expectation of one ball per bin.

Mhen m = n, second calculation had expectation of 1/e fraction of empty
bins.

w. H Tgh pwb

Which expectation should | actually “expect”?

As we mentioned earlier, this is where concentration of probability measure
tries to address. It turns out that the second random variable (and thus
second calculation) is concentrated around the mean (i.e., expectation).

So we “expect” (or it is “typical”) to see around 1/e-fraction of empty
bins when m = n
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Maximum load in a bin

What is the “typical” maximum number of balls in a bin?

As we saw in the previous slide, “typical” is related to concentration of
probability measure.
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Maximum load in a bin

What is the “typical” maximum number of balls in a bin?

As we saw in the previous slide, “typical” is related to concentration of
probability measure.

Let us first see a simpler problem, which is known as the birthday paradox:
for what value of m do we expect to see two balls in one bin?
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Birthday Paradox

The probability that there are no collisions after we have thrown m balls is:

J— m— *"’72
1.(1_3).<1_g>....<1_m 1) <eUn. e " x e
n n n
D

o Tome T
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Birthday Paradox

The probability that there are no collisions after we have thrown m balls is:

J— m— *"72
1.(1_1).(1_2>....<1_m 1)Sel/n...enl’{-§562n
n n n

This is < 1/2 when m = /2nlIn(#). For n = 365, this is m ~ 22.4 for the

probability that two people (balls) have birthday on the same date (bins)
to become > 1/2.
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Birthday Paradox

The probability that there are no collisions after we have thrown m balls is:

J— m— *"72
1.<1_1>.<1_2>....<1_m 1)Sel/n...enl’{-§je2n
n n n

This is < 1/2 when m = y/2nlIn(n). For n = 365, this is m ~ 22.4 for the
probability that two people (balls) have birthday on the same date (bins)
to become > 1/2.

Thus, we expect to see a collision (two balls in the same bin) when

m = ©(4/n). This appears in several places, such as hashing, factoring,
etc.

35/86



Maximum load in a bin when m = n
What is the probability that a particular bin (say bin 1) has > k balls in it?
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Maximum load in a bin when m = n
What is the probability that a particular bin (say bin 1) has > k balls in it?

Pribin 1 has > k balls] < > J[Prlball i in bin 1]
(/ S subset[n] i€S
ISl=k ST T = s
B oolln in S ol in 1]

Unism baund
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Maximum load in a bin when m = n
What is the probability that a particular bin (say bin 1) has > k balls in it?

Pribin 1 has > k balls] < > J]Prlball i in bin 1]
S subset[n] i€S ”
|S|=k /m;

.S H% a+ ponokm

S subset[n] i€S
|S|=k
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Maximum load in a bin when m = n
What is the probability that a particular bin (say bin 1) has > k balls in it?

Pribin 1 has > k balls] < )" J]Prlball i in bin 1]

S subset[n] i€S
|S|=k

- Y 11

S subset[n] I’G‘_._S_/_

|S|=k
_(n 1 (n ) 1 _ ek
\k/) nk— \k/ nk — kk
—_— —
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Maximum load in a bin when m = n

What is the probability that a particular bin (say bin 1) has > k balls in it?

Pribin 1 has > k balls] < )" J]Prlball i in bin 1]

S subset[n] i€S
|S|=k

- Y 11

S subset[n] i€S

|S|=k
n 1 ne\k 1 ek
() = () -
k) nk k nk  kk
By union bound o W’M

R 7 ok
Prsome bin has > k balls] <) " Pr[bin i has > k balls] < n- "
i=1 —
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Maximum load in a bin when m = n

k
. e _
Pr[some bin has > k balls] < n- "= eln ntk—kink
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Maximum load in a bin when m = n

k
. e _
Pr[some bin has > k balls] < n- "= eln ntk—kink

Pr[max load is < k] = 1 — Pr[some bin has > k balls] > 1 — elnmtk—klnk
Y24
Compitment J__

e
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Maximum load in a bin when m = n

k
Pr[some bin has > k balls] < n- % _ lnntk—kink
> AUty

Pr[max load is < k] = 1 — Pr[some bin has > k balls] > 1 — elnmtk=kink

When will the above probability be large (say >> 1/2)?
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Maximum load in a bin when m = n

k
. e _
Pr[some bin has > k balls] < n- "= eln ntk—kink

Pr[max load is < k] =1 — Pr[some bin has > k balls] > 1 — el "+k_¢§~.'f_k
(vgeﬂ”

]
When will the above probability be large (say >> 1/2)? ﬁ'&n

When klIn k > Inn. Settin
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Maximum load in a bin when m = n

k
. e _
Pr[some bin has > k balls] < n- "= ln ntk—kink

Pr[max load is < k] = 1 — Pr[some bin has > k balls] > 1 — elntk—klnk

When will the above probability be large (say >> 1/2)?

Inn

When klInk > Inn. Setting k = 3—— does it.
Inlnn

I
With high probability, max load is O < nn )
Ininn

43“Pﬂ501 e havi Wt
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Maximum load in a bin when m = n

k
. e _
Pr[some bin has > k balls] < n- "= ln ntk—kink

Pr[max load is < k] = 1 — Pr[some bin has > k balls] > 1 — elntk—klnk

When will the above probability be large (say >> 1/2)?

When klInk > Inn. Setting k = 37 oes it.
Inlnn

I
With high probability, max load is O < nn >
Ininn

This comes up in hashing and in analysis of approximation algorithms (for
instance, best known approximation ratio for congestion minimization).
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@ Coupon Collector and Power of Two Choices
e Coupon Collector
o Power of Two Choices
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Coupon Collector

For what value of m do we expect to have no empty bins?
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Coupon Collector

For what value of m do we expect to have no empty bins?
Why is this problem called the coupon collector problem?

Because we can formulate it in the following way:
@ suppose each bin is a different coupon
@ we buy one coupon at random (like kinder eggs/pack action cards)

@ what is the number of coupons that we need to buy to collect all of
them?
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Coupon Collector

For what value of m do we expect to have no empty bins?
Why is this problem called the coupon collector problem?

Because we can formulate it in the following way:
@ suppose each bin is a different coupon
@ we buy one coupon at random (like kinder eggs/pack action cards)

@ what is the number of coupons that we need to buy to collect all of
them?

Let X; be the number of balls thrown to get from i + 1 empty bins to /
empty bins. Let X be the number of balls thrown until we have no empty
bins.

50/86



Coupon Collector

@ X; < # balls thrown to get from i empty bins to / — 1 empty bins

@ X < # balls thrown until we have no empty bins
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Coupon Collector

@ X; < # balls thrown to get from i empty bins to / — 1 empty bins

@ X < # balls thrown until we have no empty bins

E[X] = E

> %
i=1

=Y E[X]
i=1
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Coupon Collector

@ X; < # balls thrown to get from i empty bins to / — 1 empty bins

@ X < # balls thrown until we have no empty bins

E[X] = E

> %
i=1

=Y E[X]
i=1

What is E[X;]?
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Coupon Collector

@ X; < # balls thrown to get from i empty bins to / — 1 empty bins
@ X < # balls thrown until we have no empty bins

> %
i=1

E[X] = E

=> E[X]
i=1

What is E[X;]? e prok

X; geometric random variable with parameter’p = ﬁ ‘

Number of trials until the first success, where success probability p.

4 X ating  how em/g ) emp’rg binn

54/86


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira



Coupon Collector

@ X; < # balls thrown to get from i empty bins to / — 1 empty bins

@ X < # balls thrown until we have no empty bins

i=1

E[X]

— ZE,[_)C’]
i=1

What is E[X;]?

X; geometric random variable with parameter p = ﬁ

Number of trials until the first success, w%rgéuccewobablht/ P,
PriX; = k] =(1-p)kt . pe sicceded n k
Jhraw k bally !
IV ral] fonsled o0 €mply b
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Coupon Collector - Computing E[X]
X; taks vdun . IN* g 2o

/\_I

® w T ® & A
[] - 5 e mleed 3 k2T (1) = 7oy ?

Ska  kH
Regloong e ?,‘""l ?{m.ﬁam -
104‘A$? 21 }'_"”:%;»:;Tt%;%:——]
Ugbz Xy
: .—iﬂ-n.zr':_’_. '.‘cnrfnﬂ.-
E[x] z ; E[x'] -é 5705 i
tn
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Coupon Collector - Computing E[X]

This nln n bound shows up in cover time of random walks in complete
graph, number of edges needed in graph sparsification, etc.
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Power of Two Choices

We now know that when n balls are thrown into n bins, the maximum load
is ©(In n/InIn n) with high probability (we'll maybe see lower bound later).
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Power of Two Choices

We now know that when n balls are thrown into n bins, the maximum load
is ©(In n/InIn n) with high probability (we'll maybe see lower bound later).

Consider following variant: what if when throwing a ball in a bin, before

we throw the ball we choose two bins uniformly at random and put the
ball in the bin with fewer balls?
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Power of Two Choices
We now know that when n balls are thrown into n bins, the maximum load

is ©(In n/InIn n) with high probability (we'll maybe see lower bound later).

Consider following variant: what if when throwing a ball in a bin, before
we throw the ball we choose two bins uniformly at random and put the
ball in the bin with fewer balls?

This simple modification reduces maximum load to O(In In n)!
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Power of Two Choices

We now know that when n balls are thrown into n bins, the maximum load
is ©(In n/InIn n) with high probability (we'll maybe see lower bound later).

Consider following variant: what if when throwing a ball in a bin, before
we throw the ball we choose two bins uniformly at random and put the
ball in the bin with fewer balls?

This simple modification reduces maximum load to O(In In n)!

Intuition/idea: let the height of a bin be the # balls in that bin. This
process tells us that to get one bin with height h 4+ 1 we must have at
least two bins of height h.

We can bound # bins with height at least h (because this will tell us how
likely it is to get to height h+ 1).
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A bit more intuition

Np := number of bins with height at least h

62/86



A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

——

?)t Nﬂuhﬂ(y ‘{109
binA { hel‘ahi' h
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A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

@ Say we have only n/4 bins with 4 items (i.e. height 4)
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A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

@ Say we have only n/4 bins with 4 items (i.e. height 4)
@ Probability of selecting two such bins is 1/16
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A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

Say we have only n/4 bins with 4 items (i.e. height 4)
Probability of selecting two such bins is 1/16

So we should expect only n/16 bins with height 5
And only g_/_25\6 = n_/’1<_52 = n/22" bins with height 6
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A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

Say we have only n/4 bins with 4 items (i.e. height 4)
Probability of selecting two such bins is 1/16

So we should expect only n/16 bins with height 5

And only n/256 = n/16% = n/2%" bins with height 6
' bins of height h

22h—3

Repeating this, we should expect

67 /86



A bit more intuition

Np := number of bins with height at least h

N 2
Pr[at least one bin of height h+ 1] < <nh)

Say we have only n/4 bins with 4 items (i.e. height 4)
Probability of selecting two such bins is 1/16

So we should expect only n/16 bins with height 5

And only n/256 = n/16% = n/2%" bins with height 6
' bins of height h

22h—3

Repeating this, we should expect

So expect log log n maximum height after throwing n balls.
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A bit more intuition

Np := number of bins with height at least h

N 2
Prlat least one bin of height h+ 1] < <h>
n

Say we have only n/4 bins with 4 items (i.e. height 4)
Probability of selecting two such bins is 1/16

So we should expect only n/16 bins with height 5

And only n/256 = n/16% = n/2%" bins with height 6
' bins of height h

22h—3

Repeating this, we should expect

@ So expect loglog n maximum height after throwing n balls.

How do we turn this into a proof?
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Use following Chernoff bound! on binomial random variable B(n, p) with n
trials and success probability p.?

Pr[B(n,p) > 2np] < e "/

Lwe will see Chernoff in lecture 7
*That is, Pr[B(n,p) = k] = (}) - p* - (1 — p)"~ .
70/86



Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Use following Chernoff bound! on binomial random variable B(n, p) with n
trials and success probability p.?

Pr[B(n,p) > 2np] < e "/

® B4:=n/4 and Bit1 =25%/n.

lwe will see Chernoff in lecture 7
*That is, Pr[B(n,p) = k] = (}) - p* - (1 — p)"~ .
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Use following Chernoff bound! on binomial random variable B(n, p) with n
trials and success probability p.?

Pr[B(n,p) > 2np] < e "/

® B4:=n/4 and Bit1 =25%/n.
@ E(h,t) := event that after all ¢ balls are thrown, N < 3,

lwe will see Chernoff in lecture 7
*That is, Pr[B(n,p) = k] = (}) - p* - (1 — p)"~ .
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Use following Chernoff bound! on binomial random variable B(n, p) with n
trials and success probability p.?

Pr[B(n,p) > 2np] < e "/

® fB4:=n/4and fiy1 =257 /n.
@ E(h,t) := event that after all ¢ balls are thrown, N < 3,

o Pr[E(4,n)] =1 (why? -
=1 y)Yl?M,-q ‘>M«f%;fz’“

Lwe will see Chernoff in lecture 7
*That is, Pr[B(n,p) = k] = (}) - p* - (1 — p)"~ .
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Use following Chernoff bound! on binomial random variable B(n, p) with n
trials and success probability p.?

Pr[B(n,p) > 2np] < e "/

® B4:=n/4 and Bit1 =25%/n.

@ E(h,t) := event that after all ¢ balls are thrown, N < 3,

e Pr[E(4,n)] =1

e We will prove that if E(h, n) holds with high probability then so does
E(h+1,n) (so long as h is “small enough”)

(we what pmald i Jakn)

twe will see Chernoff in lecture 7
*That is, Pr[B(n, p) = k] = (}) - p* - (1 — p)"~ .
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

o Y:(h) be the indicator variable that t* ball has height > h+ 1 (i.e.,
was placed in a bin that had height h)

o PHY:(h) = 1| E(h.9)] < (N”)2 _bh

) = 52

he.)t-(“hn 2 N"EM ’.M.‘“' ted e bWV)

o If pj:= —g then o hegt = h
n

Pr

th(h) > k | E(h,n)] < Pr [ y

t=1 =1
. /—\O-—-\
N\

Xn: Yi(h) > k | E(h, n)]

B(n, pi) > k | E(h, n)]

3 Pr[Ny.q1 > k | E(h,n)] =P
P r[/%‘_J (h,n)] = Pr

¢ Jws oR t:1 %
mny bing of < Pr [Z B(n,p;) > k | E(h, n)]
t=1

hﬁ%h"‘ h
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[Nps1 > k | E(h,n)] < Pr |3 B(n,p;) > k| E(h,n)

2ol ¥ t=1
bio of reph? h

(Pn)
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[Npiy > k | E(h,n)] < Pr|S " B(n,py) > k | E(h, n)
t=1
Setting k = Bhy1 = 2npp, above, we get
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[Npi1 > k | E(h,n)] < Pr [Z B(n, py) > k | E(h, n)]

=
Setting k = Bhy1 = 2npp, above, we get

Pr[Nni1 > Bhea | E(h,m)] < Pr (> B(n,ps) > B | lilﬁa,")] <

t=1
Pr> i_,B(n > Bhi1] C'qndl'{""', ‘
= Pr[E(h,n) = CRRabelclily
1

= Pr[E(h, n)] - irﬂ?’ = ZMP)—\ (Chernoff)
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[Npiy > k | E(h,n)] < Pr [Z B(n.pi) > k | E(h, n)]
t=1
Setting k = Bhy1 = 2npp, above, we get

Pr[Nnt1 > Bht1 | E(h,n)] < Pr

> B(n,pi) > B | E(h, ”)]

t=1
[
I’\D‘t ECnl) n) Pr(> i B(n, pi) > Bry]
I - Pr[E(h, n)]
1
< Ch ff
= PriE(h, n)] -(eme/3 (Chernoff)
. a n"‘
Thus, setting pp - n > 61Inn we get
1

S
Pr[ngt_E(il;n) | ECh, m)] = Pr[Npi1 > Bpia | E(h,n)] < 2 PrEh, n)]
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

1

Pr[not E(h+1,n) | E(h,n)] = Pr[Npy1 > Bar1 | E(h,n)] < 2 PrE(h,n)]
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

1

Prlnot E(h+1,n) | E(h,n)] = Pr[Npi1 > Bay1 | E(h,n)] < 2 PrE(h )]

Now, to bound the final probability, we have:

@ pp-n>6Innfor h= O(Inlnn) (easy calculation - we did it)

@ Handle the case where py - n < 6Inn. (another Chernoff bound - see
Lap Chi's notes)

81/86



Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[not E(h+1,n) | E(h,n)] = Pr[Npr1 > Bry1 | E(h, n)] < m

Now, to bound the final probablllty we have:
Ve comd; Hma prap e bil %
Pr[not E(h+ 1,n)] = Pr[not E(h+ 1,n) | E(h,n)] - Pr[E(h, n)]

“ad‘oent 4 Prlnot E(h+1,n) E(h,m)] - Prlnot E£(h, n)]
nw men hnn e
$

amlh he th

@ pp-n>6Innfor h= O(Inlnn) (easy calculation - we did it)

@ Handle the case where py - n < 6Inn. (another Chernoff bound - see
Lap Chi's notes)
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Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Now, to bound the final probability, we have:

Pr[not E(h+ 1,n)] = Prlnot E(h+1,n) | E(h,n)]}Pr[E(h, n)]
f Pr[not E(h+ 1,n) | E(h, n)] JPr[not E(h, n)]
o«
=1
< % + Pr[not E(h,n)] (so long as pyn > 61nn)

oﬁ)ﬂ—n}mr h= O(InIn n) (easy calculation - we did it)

e Handle the case where pj - n < 6Inn. (another Chernoff bound - see
Lap Chi's notes)

83/86


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira


Rafael Oliveira



Proof Sketch (proof [Mitzenmacher & Upfal, Chapter 14])

Pr[not E(h+1,n) | E(h,n)] = Pr[Npy1 > Bar1 | E(h,n)] < m

. ppwny wh
Now, to bound the final probability, we have: i( E(h’n)_mi: - d‘;; g(’rﬂ;
n)

Pr[not E(h+ 1,n)] = Pr[not E(h+ 1,n) | E(h,n)] - Pr[E(h, n)]
+ Pr[not E(h+ 1,n) | E(h,n)] - Pr[not E(h, n)]

1
\S = Pr[not E(h, n)]\ (so long as pyn > 61nn)

To finish the proof, need to show: “17Med

@ pp-n>6Innfor h= O(Inlnn) (easy calculation - we did it)

@ Handle the case where py - n < 6Inn. (another Chernoff bound - see
Lap Chi's notes)
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@ Lecture based largely on Lap Chi's notes and
on [Motwani & Raghavan 2007, Chapter 3].

@ See Lap Chi’s notes at
https://cs.uwaterloo.ca/~lapchi/cs466/notes/L04.pdf
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