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Outline

§ Can we optimize a policy without interacting with the environment 
(i.e., learn from previously saved data)?

§ Offline RL (also known as batch RL)
§ Conservative Q-Learning

§ Conservative Soft Q-learning

§ Conservative Soft Actor Critic (SAC)
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Online RL

Challenge: exploration

Offline RL

Challenge: distribution shift

Reinforcement Learning
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Agent1

Environment

Reward
State

Action
(𝑠!, 𝑎!, 𝑟!, 𝑠!’)
(𝑠", 𝑎", 𝑟", 𝑠"’)

…
(𝑠#, 𝑎#, 𝑟#, 𝑠#’)

Data

Policy: 
𝜋

Agent2
no env



Off-Policy RL
§ Form of online RL since agent can experiment with its policy in environment
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Distribution Shift
§ Train distribution 

different from 
test distribution

§ In RL: data generated by 𝜋,
but goal is to learn improved 𝜋′

§ Challenge: may choose actions 
with overestimated Q-values
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From Christyn Zehnder (in-Q-Tel)



Offline RL Techniques

§ Importance Sampling

§ Policy constraints

§ Penalty methods
§ Conservative Q-Learning, conservative Soft Actor Critic

§ Model-based RL
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Off-Policy Evaluation by Q-learning

§ Let 𝜋! 𝑎 𝑠  be a behaviour policy to collect 𝐷 = 𝑠, 𝑎, 𝑟, 𝑠"

§ We can evaluate a different policy 𝜋 by off-policy Q-learning:

𝑄# = 𝑎𝑟𝑔𝑚𝑖𝑛$𝐸(&,(,),&!)∼, 𝑟 + 𝛾𝐸(!∼#((!|&!)[𝑄 𝑠", 𝑎" ] − 𝑄 𝑠, 𝑎
.

§ Some Q-values underestimated and others overestimated

§ Greedy policy improvement: 𝜋/01 𝑠 ← 𝑎𝑟𝑔𝑚𝑎𝑥(𝑄#" 𝑠, 𝑎 	∀𝑠
§ Problem: select actions with overestimated Q-values
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Conservative Off-Policy Evaluation

§ Introduce a penalty term
!𝑄! = 𝑎𝑟𝑔𝑚𝑖𝑛"	𝜂𝐸#~%,'∼!('|#)[𝑄 𝑠, 𝑎 ] + 𝐸(#,',,,#!)∼% 𝑟 + 𝛾𝐸'!∼!('!|#!)𝑄 𝑠-, 𝑎′ − 𝑄 𝑠, 𝑎

.

    where 𝜂: weight that determines importance of penalty

§ Let support(𝜋) = 𝑠, 𝑎 	𝜋	reaches	(𝑠, 𝑎) with non-zero probability}
    Theorem: If support(𝜋) ⊆ support(𝜋!), then for sufficiently large 𝜂, 

1𝑄" 𝑠, 𝑎 ≤ 𝑄" 𝑠, 𝑎 	 ∀𝑠 ∈ 𝐷, 𝑎
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(from Kumar et al. 2020)



Improved Bound
§ Remove 𝐸$,&∼([𝑄 𝑠, 𝑎 ] from penalty term

/𝑄) = 𝑎𝑟𝑔𝑚𝑖𝑛*	𝜂 𝐸$~(,&∼) 𝑎 𝑠 𝑄 𝑠, 𝑎 − 𝐸$,&∼( 𝑄 𝑠, 𝑎

																																			+𝐸($,&,-,$!)∼( 𝑟 + 𝛾𝐸&!∼)(&!|$!)𝑄 𝑠0, 𝑎′ − 𝑄 𝑠, 𝑎
"

§ We cannot guarantee that /𝑄) 𝑠, 𝑎 ≤ 𝑄) 𝑠, 𝑎 	∀𝑠 ∈ 𝐷, 𝑎  for sufficiently large 𝜂

§ Let 𝑉) 𝑠 = 𝐸&∼) 𝑎 𝑠 𝑄)(𝑠, 𝑎)

    Theorem: If support(𝜋) ⊆ support(𝜋1), then for sufficiently large 𝜂, 
/𝑉) 𝑠 ≤ 𝑉) 𝑠 	 ∀𝑠 ∈ 𝐷
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(from Kumar et al. 2020)



Conservative Q-learning

§ Idea: let 𝜋 be the greedy policy: 𝜋 𝑠 = 𝑎𝑟𝑔𝑚𝑎𝑥&𝑄(𝑠, 𝑎)

7𝑄∗ = 𝑎𝑟𝑔𝑚𝑖𝑛$ 	𝜂 𝐸&~, max
(
𝑄 𝑠, 𝑎 − 𝐸&,(∼, 𝑄 𝑠, 𝑎

																									+	𝐸(&,(,),&!)∼, 𝑟 + 𝛾max
(!

𝑄 𝑠", 𝑎′ − 𝑄 𝑠, 𝑎 .
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Load fixed buffer of experiences
Initialize weights 𝒘 and 6𝒘 at random in [−1,1]
Loop

Sample minibatch of 𝑛 experiences from buffer

Bellman error: 𝐸𝑟𝑟(𝒘) = /
0
∑ #,',,,#! ∈23034'567 𝑄𝒘 𝑠, 𝑎 − 𝑟 − 𝛾max

'!
𝑄9𝒘 𝑠-, 𝑎-

.

Penalty: 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝒘 = /
0
∑(#,')∈23034'567[max:' 𝑄𝒘 𝑠, C𝑎 − 𝑄𝒘(𝑠, 𝑎)]

Update weights: 𝒘 ← 𝒘− 𝛼 ;<,,
;𝒘

+ 𝜂 ;=>0'?5@
;𝒘

Every	𝑐 steps, update target: 6𝒘 ← 𝒘	
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Conservative Q-Learning



Load fixed buffer of experiences
Initialize weights 𝒘 and 6𝒘 at random in [−1,1]
Loop

Sample minibatch of 𝑛 experiences from buffer

Bellman error: 𝐸𝑟𝑟(𝒘) = /
0
∑ #,',,,#! ∈23034'567 𝑄𝒘 𝑠, 𝑎 − 𝑟 − 𝛾 GmaxA

'!
𝑄9𝒘 𝑠-, 𝑎- .

Penalty: 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝒘 = /
0
∑(#,')∈23034'567[ GmaxA

:'
𝑄𝒘 𝑠, C𝑎 − 𝑄𝒘(𝑠, 𝑎)]

Update weights: 𝒘 ← 𝒘− 𝛼 ;<,,
;𝒘

+ 𝜂 ;=>0'?5@
;𝒘

Every	𝑐 steps, update target: 6𝒘 ← 𝒘	
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Conservative Soft Q-Learning



Load fixed buffer of experiences
Initialize weights  𝒘, 5𝒘 and 𝜽	at random in [−1,1]
Loop

Sample minibatch of 𝑛 experiences from buffer
For each experience (𝑠, 𝑎, 𝑟, 𝑠!) in minibatch, sample 𝑎! ∼ 𝜋"(𝑎!|𝑠!)

Bellman error: 𝐸𝑟𝑟(𝒘) = #
$
∑ %,',(,%!,'! ∈*+$+,'-./ 𝑄𝒘 𝑠, 𝑎 − 𝑟 − 𝛾[Q 1𝐰 𝑠′, 𝑎′ + 𝜆𝐻 𝜋𝜽 ⋅ 𝑠′ )

4

Penalty: 𝑃𝑒𝑛𝑎𝑙𝑡𝑦 𝒘 = #
$
∑(%,')∈*+$+,'-./[ Qmax7

8'
𝑄𝒘 𝑠, U𝑎 − 𝑄𝒘(𝑠, 𝑎)]

Q-function update: 𝒘 ← 𝒘− 𝛼 9:((
9𝒘 + 𝜂 9;<$'=->9𝒘

Policy update: Update policy: 𝜽 ← 𝜽 − 𝛼
9?@ 𝜋𝜽 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑄1𝒘 /𝜆

9𝜽
Every	𝑐 steps, update target: 5𝒘 ← 𝒘	
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Conservative Soft Actor Critic (SAC)



§ Kumar et al.
(NeurIPS-2020)

Empirical Evaluation
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Conservative
SAC


