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Graph Neural Networks

= Generalization of
= Convolutional neural networks

» Transformers

= Applications:
= Recommender systems
= Social networks, financial networks
= Biology, Chemistry and Physics (proteins, moelcules)

= Combinatorial optimization
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Embeddings

= Neural network that computes embeddings for nodes (and edges) in a
graph by passing messages along the edges of the graph

= The embedding of a node captures information about its context
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Message Passing
= Graph: Nodes (V = {v}) and edges (E = {e})

= Initial node embedding: h,(v)
= Message passing:

h:(v) « combine(h ag grezate({ht_f (w)] ' S(v)}))
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Convolutional Neural Network

= CNN that preserves size is a special type of GNN
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Convolutional Neural Network

= CNN that preserves size is a special type of GNN
= Initial node embedding: h,(v) = pixel intensities
= nxn convolutional layer (stride=1, padding=same):
m;j « aggregate({ht_l(virjr)|i’ =iorj #j}) = Ditzior j'ej Wil jrhe-1(Vir 1)
ht(vij) «— combine(ht_l(vij),mij) = a(wijht_l(vij) + ml])
= nxn pooling layer (stride=1, padding=same):

mij « aggregate({ht_l(virjr)|i’ +iorj ;tj}) = iliing?)]glij he_1 (Vi)

ht(vij) — combine(ht_l(vij),mij) = max{h,_,(v;),m;}
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Graph Convolutional Neural Network

= GNN that does the same operations as a CNN on arbitrary graphs
= Initial node embedding: hy(v)

= Message passing: H; <—a D AHt 1W
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Transformer

= Transformer is a special type of fully connected GNN

» Initial node embedding: h,(v) = re=reasities-
= Message passing:
m, « aggregate({h;_1(u)|u € neighbors(v)}) = Xy ap,Wyhe_1(w)

hs(v) « combine(h;_,(v),m,) = norm (f f (norm(aWWVht_l(v) + mv)))

where a,,, is the attention weight of u with respect to v
exp (sim (WQh(v), WKh(u)))

2., €Xp (sim (WQh(v), WKh(u’))>

Apy =
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Recommender System

= Movie recommendation (edge completion)
= Bipartite graph:

= Nodes: users and movies
= Edges: e,,,, = user u watched movie v

“° /’V—,
( N,
y N3
C-‘

aGE o % WATERLOO

CS480/680 Winter 2023 - Lecture 17 - Pascal Poupart



Recommender System

= Movie recommendation (edge completion)
= Bipartite graph:

= Nodes: users and movies

= Edges: e,,,, = user u watched movie v

= Messages: h,(v) < combg (ht_l(v), agge({h.—;(u)|u € nb (v)}))
» Example: h;(v) « o(phi_1(v) + Xy 0 he_1(w))

= Edge prediction: P(e,,) = fiy (u, v)
» Example: P(e,,,) = o(h(w)"Wh(v))

= Train: maxy, g ¢ Y, e 108 P(€yy)
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Boolean Satisc[j{ability/l M 2 M
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= Example: (v; V~v, V 12:5 A M
= Graph: @
o/

= Nodes: literals V = {v} and clauses U = {d? % /Q,\ﬁ/\
=X

= Edges: e, = literal v appears in clause u
e, = special edge from literal v to its complement ~v
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Boolean Satisfiability

Example: (v{ V ~v, VU3) A (U, V ~VU3 V ~1,)
Graph:
= Nodes: literals VV = {v} and clauses U = {u}
= Edges: e, = literal v appears in clause u
e, = special edge from literal v to its complement ~v
Messages: h;(v) < comby (he—1(v), agge({he—1(W)|u € nb(v)}))
= Example: h,(v) « o(Pph,_1(v) + X, 0 he_1 (W)
Clause classification: P(u) = f,, (u)
= Example: P(u) = c(wTh(u))
Train:
= Satisfiable: maxy, g ¢ 2yeposciauses 108 P(W)
= Unsatisfiable: V{}né}r(;) Yueposclauses 108 P (W)
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