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Alternative SVD Technique

e Assume A issquare,i.e., m =n
* Consider the 2n X 2n symmetric matrix:

b [o AT
. Since 4 = USVT AV = U3, ATU Vel = Vs
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Alternative SVD Technique

* Hence, HQ = QA — eigendeomposition of H

e Algorithm:
— Compute eigendecomposition of H.
— Set g, = |Ay|
— Extract U,V from Q

e Stable algorithm



Two-phase SVD

* |dea: First reduce the matrix to bidiagonal form, then
diagonalize it.

* Picture:



Golub-Kahan Bidiagonalization

* Apply Householder reflectors on the left and the right

* n reflectors on the left, n — 2 on the right

 flops(bidiag) = 2 X flops(QR) =~ 4mn? — §n3



Low-Rank Approximation

e Theorem: A is the sum of r rank-one matrices:
T T
A= Lj-10:U3V,

 Proof:




Low-Rank Approximation

e Theorem: Forany k, 0 < k < r, define

A = X500V

Then [|A — Ail[, = inf _|IA—BI|, = 0yss

ank(B)<k
 Proof: first note that

r

A— A = Z o;U;Vi" = [Uy ... Up,]
j=k+1

It is the SVD of A — Ay,

Hence: HA — Akl‘2 = 041

Ok+1




Low-Rank Approximation

* Suppose AB with rank(B) < k such that
|14 - B”z < |l4 _Ak”z = Ok+1

 Then 3 (n — k)-dim subspace W such that
weW = Bw =20

 Note Aw = (A — B)w. Then
lAwl|, = |I(4 = B)wl|,

SHA—BHszHZ

< 0k+1||W||2



Low-Rank Approximation

e But3 (k + 1)-dim subspace V.1 such that
[Av]| = 41| lv]]
— E.g., Viey1 = span{vq, Uy, ..., Viy1}

— Note: Avj = 0;V;,

“A”j” = 0j = Og+1 “Uj”

e Butdim(W) + dim(Vy4q1) > n
—> contradiction



Low-Rank Approximation

* Notes

1. Ap = |uq ... upy]

= |uq ... U]

— i]kaV,Z
2. Ay is the best rank-k approximation of A.
The error of approximation is 41 (in L,-norm)



Application: Image Compression

An m X n image can be represented by m X n matrix
A where A;; = pixel value at (i, j)

Compress the image by storing less than mn entries
Let 4, = {'{=1 aiuivér, the best rank-k approx of A

Keep the first k singular values and use A, to
approximate A4; i.e., A, = compressed image



Application: Image Compression

Example: m = 320, n = 200

To store 4y, only need to store u4, ..., u; and

O1V1, .., 0 Vg,

— This requires only (m + n)k words

In contrast, to store A one needs mn words

Compression ratio:

(m+n)k _ K

mn

~ 123



Application: Image Compression

k
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