




Learning Tasks



max( Performance on task 1 + Performance on task 2 … ) 
s.t. supervision budget (# of source tasks)

Source 
Only

Target 
Only

S T

V=S + T

1. 4m images. 120k train, 16k 
val, 17k test 

2. 26 tasks maximum 
3. Used resent50 
4. Transfer models were 2 layer 

convs 
5. 22x25 transfer funcs (first 

order) 
6. Took 5.5 years of GPU time! :( 



Computer all feasible transfers between sources and target, for all targets.  
(higher order is allowed)



Normalize the Task Affinity Matrix: 
1. Typical normalization (linearize to 0-1) 

will not work since different losses! 
2. Compute win ratios 
3. Compute weight matrix 
4. Normalize via Analytical Hierarchy 

Process



Given a new target task, synthesize the 
hypergraph and find the optimal transfer policy: 
1. For all source models, freeze submodel, 

train transfer model, compute performance 
2. Find the optimal subgraph (tasks are nodes 

and transfers are edges) and pick the ideal 
source nodes and the best edges using 

Boolean Integer Programming 
3. Use the subselected models and transfer 

models to forward pass











LIVE DEMO!


