UNIVERSITY OF 2017'2018
WATERLOO Ontario Graduate Scholarship (OGS)/Queen Elizabeth I
Graduate Scholarship in Science & Technology (QEII-

GSST) application

Use this form to:
o Apply for an OGS/QEII-GSST through the University of Waterloo
Instructions:

1. The student will complete sections 1-10 (or 11 if applicable) then read and sign section 12.
2. The student will complete section 13 (the checklist) before submission of the application.
3. The student will submit the complete application to their proposed department graduate coordinator.
4. The student will ensure that the following application components are also ordered/requested for delivery to their
proposed department graduate coordinator:
a. Two OGS academic assessment reports with accompanying letters of reference.
b. Copies of all previous relevant university level transcripts (see the transcripts for scholarships competition
webpage for instructions).

Deadlines:
e October 14 for international applicants
e February 1 for Canadian and Permanent Resident applicants

For full details regarding eligibility requirements, how to complete this application or to whom this application should be

submitted, please review thelQGS/QEII-GSST web pagel
Section 1: Student Information

. . . . 20548643
University of Waterloo student identification number

Last name(s) Jaini First name(s) Priyank

pjaini@uwaterloo.ca

Email

Immigration status: O canadian QO Permanent Resident (PR) of Canada ® International
If you are an international student, do you anticipate receiving PR status before February 1, 2017? OYEs (®NO (if “yes”
please advise the Coordinator, Graduate Financial Aid & Awards).

If you are a Canadian Aboriginal student (status/non-status First Nations, Métis, Inuit) please check: Clves

Section 2: Proposed Studies at Waterloo

Proposed program level: Omaster's ® doctoral

Proposed Faculty of (e.g. Arts) Math

Department or School (e.g. History) School of Computer Science

Section 3: Current/Most Recent Studies

Current/most recent academic institution University of Waterloo
Current/most recent academic department School of Computer Science

Current/most recent program IeveI:Oundergraduate Omaster's ®doctoral

If you are currently not enrolled in an undergraduate or graduate program, indicate the date of degree completion for your
most recent degree (mm/dd/yy)

Section 4: Tri-ag

Indicate any tri-agency awards that you have applied for or will apply for in the fall (2016):
OCIHR/NSERC/SSHRC CGSM QO CIHR Doctoral (QNSERC Doctoral (Q SSHRC Doctoral O Vanier CGS
Name of first referee_Pascal Poupart

Name of second referee Johannes Burge
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Section 6: Competitive post-secondary awards and prizes held

Indicate below any federally funded (tri-agency) awards you currently hold or have previously held:
Canadian Institute of Health Research (CIHR) [OJcesm [Jcesbiboctoral

Natural Sciences and Engineering Research Council (NSERC)[ ] CGSM [JpGsD/CGSD

Social Sciences and Humanities Research Council (SSHRC)[_JCGSM [JcGsb/Doctoral
Vanier Canada Graduate Scholarship |

Total number of years of federally funded awards held (above) 0.00

Indicate below any provincially funded awards you currently hold or have previously held:
Ontario Graduate Scholarship (0GS)[_]

Ontario Trillium Scholarship (OTS)[]

Queen Elizabeth Il Graduate Scholarship in Science and Technology (QEII-GSST)[ ]

Total number of years of provincially funded awards held (per above) 0.00

Indicate below any currently or previously held university level competitive awards and prizes:

Award/prize Awarding source/agency Year Number of | Award
awarded | months value
held
Graduate Excellence Award School of Computer Science 2016 12 $ 5,000.00
UW IIT Entrance Scholarship University of Waterloo 2015 12 $5,000.00
Inspire Scholarship Government of India 2010 60 $ 5,000.00
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Section 7: Research Proposal/Program Statement

Research proposal/program statement title Online and Distributed Bayesian Learning of Mixture Models Robustly

Below provide a brief description (1-2 sentences) in plain/lay language of your area(s) of research:

Research Proposal

With the advent of technology, large datasets are being generated in every field- scientific, social, commercial - spanning
diverse areas. It has, therefore, become imperative to design effective online algorithms that can perform learning and
inference of mixture models robustly and circumvent the need to store huge datasets. Online algorithms have vast
applications in fields that require an updated model after each observation. They can be used for activity recognition,
self-evaluation of heart condition, network traffic prediction, App recommendations etc. The main question that my research
aims to answer is : How can we |learn mixture models robustly for streaming data?

Background: Spectral Learning[1] and Tensor Decomposition[2] are two methods which are robust to learning mixture
models. However, they are offline algorithms, that is, they need to make several passes over the dataset and hence, they
need to store data which is problematic. Online algorithms like Expectation Propagation(EP)[3], Assumed Density Filtering
(ADF)[4,5,6] and online Expectation Maximization (0EM)[7] have been developed for mixture models. EP and ADF require
several passes over the dataset for convergence. Further, they are not robust and often do not converge to the right
parameters of the mixture distribution. Online EM is the most popular online approach with robust empirical results.
However, oEM is an optimization algorithm for a non-convex problem and is susceptible to getting stuck in local optima.
The stochastic approximation reduces data efficiency and it cannot be distributed over multiple processors for parallel
computation.

Bayesian inference is a popular approach in Machine Learning that adapts naturally for streaming data and gives robust
estimates with enough data. It uses Bayes' theorem - which updates prior beliefs once new evidence is observed - for
learning. Bayesian inference, in theory, has been proven to be consistent (robust)[8, 9] for mixture models. However, in
practice, a major obstacle with exact Bayesian methods is that they are computationally expensive and intractable.

Research Methodology: In [10], | developed a Bayesian learning technique called the online Bayesian Moment Matching
algorithm(oBMM) for Gaussian Mixture Models(GMMSs) that lends itself naturally to online and distributed computation.
Since, the Bayesian posterior is intractable, | project it onto a family of tractable distributions after each observation by
matching a set of sufficient moments. o0 BMM outperforms oEM empirically over real world datasets in both running time and
accuracy. Further, oBMM can be distributed over several machines for parallel computations.

Specific Objectives: My specific objectives with oBMM are:

a) Generalized oBMM: In[10], | developed oBMM for GMMs. | aim to extend oBMM for mixture distributions from the
exponential family. This will allow flexibility in modeling data distributions efficiently.

b) oBMM for Graphical Models : Probabilistic graphical models provide a general framework for reasoning in noisy
domains with several variables. Sum Product Networks (SPNs)[11,12] have been demonstrated to yield a tractable model
for inference. However, previous parameter learning techniques operated in an offline mode and did not scale to big
datasets. In [13], | extended o0BMM to SPNs with continuous variables to ensure that parameter learning can be done online
tractably. We compare its performance to oEM and other generative deep networks. Uses?

c) oBMM for Sequential Data: In [10, 13], oBMM has been developed for independent and identically distributed data (iid).
However, real world data is often sequential and correlated. Hidden Markov Models(HMMs) are often used for sequential
data. HMMs are encoded with an emission distribution - which explains the present observation given some hidden state,
and a transition distribution - which accounts for correlation with the previous state. | aim to extend oBMM to HMMs, with
emission and transition distribution being modeled as mixture distributions which will be used in real applications like
i)_Activity Recognition: adaptive recognition and promotion of physical activities in older adults including stroke survivors
and reduction of sedentary behavior in students using personalized prompting strategies by real-time learning and analysis.
if) Heart Condition Evaluation: predicting the condition of heart patients based on EEG data leading to self-use machines
iii) Network Traffic Prediction: predicting flow direction and flow size[14] in networks for better routing of network traffic

d) Robustness: Exact Bayeisan techniques are robust for learning mixture models. | aim to explore theoretical properties
for oBMM in terms of consistency and convergence rates. Not only will this lead to the first robust online algorithm for
mixture models but also help understand the properties of existing algorithms like EM. There is a sparsity in literature
regarding the theoretical properties of existing algorithms. This will aim to bridge that gap and also explain why certain
algorithms perform better.

Significance: The main theme of my research is to build tractable models for online and distributed learning. This address
a central need of efficient inference with optimal use of resources. My research aims to make meaningful strides at a
fundamental level by developing efficient online Bayesian methods; adapt these methods to real life applications by
generalizing them to commonly used graphical frameworks and finally advance our understanding at a theoretical level that
will also help us to understand other popularly used algorithms and bridge the existing gap in literature.
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Section 8: Bibliography and Citations for Research Proposal/Program Statement

[1] Kamvar,K., Sepandar, S., Klein, K., Dan, D., Manning, M., & Christopher, C. (2003 April). Spectral Learning. In
International Joint Conference of Artificial Intelligence.

[2] Tao, D., Li, X., Hu, W., maybank, S., & Wu, X. Supervised Tensor Learning. In Fifth IEEE International Conference on
Data Mining (pp. 8-pp). 2005

[3] Minka, T.P. (2001, August). Expectation Propagation for Approximate Bayesian Inference. In Proceedings of the
Seventeenth Conference on Uncertainty in Atrtificial Intelligence (pp. 362-369).

[4] Maybeck, P.S. (1982). Stochastic Models, Estimation and Control. Chapter 12.7. Academic Press

[5] Lauritzen, S. L. (1992) Propagation of Probabilities, Means and Variances in Mixed Graphical Association Models.
Journal of American Statistical Association, 87, 1098-1108.

[6] Opper, M., & Winther, O. (1999). A Bayesian Approach to Online Learning. On-line Learning in Neural Networks.
Cambridge University Press.

[7] Cappe, O. (2012). Online EM Algorithm for Hidden Markov Models. Journal of Computational and Graphical Statistics.

[8] Ghosal. S., Ghosh J. K., & Ramamoorthi, R. V. Posterior Consistency of Dirichlet Mixtures in Density Estimation. The
Annals of Statistics 27.1 (1999) 143-158

[9] Lijoi, A., Prunster, I., & Walker, S. G. On Consistency of Non-Parametric Normal Mixtures for Bayesian Density
Estimation. Journal of the American Statistical Association 100.472 (2005): 1292-1296

[10] Jaini, P., & Poupart, P. Online and Distributed Learning of Gaussian Mixture Models by Bayesian Moment Matching.
arXiv preprint. arXiv: 1609.05881 (2016).

[11] Poon, H., & Domingos, P. Sum-Product Networks : A New Deep Architecture. Computer Vision Workshops (ICCV
Workshops), 2011. IEEE International Conference on. IEEE (pp. 689-690).

[12] Darwiche, A. (2003) A Differential Approach to Inference in Bayesian Networks. Journal of the ACM (JACM) 50.3
(2003) : 280-305

[13] Jaini, P., Rashwan, A., Zhao, H., Liu, Y., Banijamali, E., Zhitang, C. & Poupart, P. (2016) Online Algorithms for
Sum-Product Networks with Continuous Variables. In Proceedings of the Eighth International Conference in Probabilistic
Graphical Models (pp. 228-239).

[14] Poupart, Pascal, Chen, Zhitang, Jaini, Priyank, Yanhui Geng, Li Chen, Kai Chen and Hao Jin. Online Flow Size
Prediction for Improved Network Routing. In the Proceedings of IEEE ICNP on Machine Learning in Computer Netowrks
(NetwroksML 2016).
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Section 9: Publications and Presentations (page 1 of 2)

[1] Priyank Jaini, Rashwan, Abdullah, Zhao, Han, Liu, Y., Banijamali, E., Zhitang, C. & Poupart, P. (2016) Online
Algorithms for Sum-Product Networks with Continuous Variables. In Proceedings of the Eighth International Conference in
Probabilistic Graphical Models (pp. 228-239).

[2] Poupart, Pascal, Chen, Zhitang, Priyank Jaini, Yanhui Geng, Li Chen, Kai Chen and Hao Jin. Online Flow Size
Prediction for Improved Network Routing. In the Proceedings of IEEE ICNP on Machine Learning in Computer Netowrks
(NetwroksML 2016).

[3] Johannes Burge and Priyank Jaini. Accuracy Maximization Analysis for Natural Tasks and Principles of Multiplicative
noise and Filter Correlation in Neural Coding. Journal of Public Library of Science - Computational Biology (PL0oS' 2016).
Under revised review. Paper ID: PCOMPBIOL-D-16-01110

[4] Priyank Jaini and Johannes Burge. Accuracy Maximization Analysis for Natural Tasks with Class-Conditional Gaussian
Distributions. Journal of Vision (2016). Under review.

[5] Priyank Jaini and Pascal Poupart. Online and Distributed Learning of Gaussian Mixture Models by Bayesian Moment
Matching. arXiv:1609.05881. (2016)
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Section 9: Publications and Presentations (page 2 of 2)
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Section 10: Relevant Volunteer, Leadership, Academic Work Experience

Social Initiatives,Volunteer Work and Leadership Roles

i) Assistant Coordinator, Institute Counselling Service, Indian Institute of Technology Kanpur (2012-2013)

| was responsible for mentoring of academically weak students and helping them cope up with studies and university life.
The bigger role was to identify mental health issues in students through student engagement and personal interactions and
help students get professional help from Counsellors and Psychiatrists. Suicide among students had become a big issue
with a rise in student suicides and | worked to sensitize the campus - student and faculty -on mental health issues. More
precisely :

a) | collaborated with the Ministry of Human Resources and Development, Govt. of India to draft guidelines for setting
up student support services in 32 Centrally Funded Technical Institutes

b) I raised INR 3 lacs [~$5,000] via promotional fees from banks to provide scholarships to financially weak students

¢) | was successful in tackling stigma related to counselling among students via personal interactions with more than 500
students that lead to a 300% increase in Counsellor appointments

d) | extended the Academic Mentoring system to higher year undergraduates resulting in a 16% decline in academic
probations

e) | personally mentored 3 students out of academic probation with an average increase of 1.8 in Cumulative Performance
Index(10 point scale)

f) | also pioneered a sensitization campaign on suicides for over 5,000 students on "World Suicide Prevention Day" with
campus wide pamphlets, story competitions, video competitions, personalized free badges and a theatre play all focused on
the theme of being sensitive towards one another and educating about mental health issues and suicides.

g) | also designed English Skill classes for students who were weak in English and hence faced problems academically. |
organised these classes for 2 terms with more than 200 enrollments targeting grammar, writing and interactive skills. | also
designed and incorporated course modules, fun language activities and language labs for interactive skill development.

i) | further, led a team of 132 students to organise a 6 day orientation program for 837 freshmen

i) Volunteer, Society of People for Development, Non-Profit Organisation (May'11 - July'11)

| conducted surveys among rural people for the State Government of Uttrakhand to gauge the dependency of villagers on
forests for daily fuel. | also used GPS data to map villages across 3 districts for better monitoring and protection of
forest resources . Finally, | educated rural households on the use of clean fuels and preserving forests .

iii) Senator and Member of the Finance Committee, Students' Gymkhana, Indian Institute of Technology Kanpur
(2011)

| was a Senator in the Students' Senate, IIT Kanpur, elected by an electorate of 840 students representing my batch at the
students body of the institute. As a Senator, | prepared an initial execution plan for Students' Gymkhana Golden Jubilee
Celebrations with a budget of INR 1.5 crore (~$ 300,000). | further promoted newly formed hobby groups like Photography,
Animation and Football League through Senator seed fund. | further led to the establishment of Debate Society and Card
and Board Games under Cultural Council and Games and Sports Council respectively.

As a member of the Finance Committee, | handled the yearly Gymkhana budget of INR 29 Lacs(~$57,000) and accounted
and supervised a budget of over 1.75 crore(~$ 346,000) for 3 student run festivals (Sports, Technical and Cultural) with
participation from over 400 colleges across India.

iv) | was the Coordinator of the Literary Society (2012) and Editor, Vox Populi (July'l3 - Dec'13), the student
newspaper of Indian Institute of Technology, Kanpur. | helped institute the Debating Society and obtained seed funding to
organize the first Parliamentary Debate Workshop at IIT Kanpur. | also launched the Campus Newsletter and started the
website of the student run newspaper.

Academic Work

| have been a visiting research student to Japan, Canada and United States.

Kyoto University (2013): | developed a probabilistic method for fast and robust recognition of QR codes using Bayesian
learning and Evolutionary algorithms under the supervision of Dr. Shin-Ichi Maeda, School of Informatics. | was funded by
the University of Kyoto and Denso Corporation.

University of Waterloo (2014): | developed a tractable Bayesian algorithm for parameter estimation of Gaussian Mixture
models under the supervision of Dr. Pascal Poupart, Department of Computer Science.

University of Pennsylvania (2015): | developed mathematical tools enabling characterization of task-relevant properties of
natural stimuli under the supervision of Dr. Johannes Burge, Department of Psychology.
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Section 11: Special Circumstances (if applicable only)

Section 12: Collection, disclosure, consent, declaration, signature

Collection and disclosure of information:

The Ministry of Training, Colleges and Universities (the Ministry) has provided the University of Waterloo with funding to
administer the Ontario Graduate Scholarships (OGS) Program and the Queen Elizabeth Il Graduate Scholarship in
Science and Technology (QEII-GSST). As a condition of this funding, the university is required to make reports to the
Ministry of your contact information, the amount of funding you receive, and information related to your program of study.
This personal information will be used by the Ministry to administer and finance the OGS/QEII-GSST Program. If you
apply for the Ontario Student Assistance Program (OSAP), this personal information will be used to update your OSAP
application or award, including your declared income.

Administration includes: public reporting on the administration and financing of the OGS Program and the QEII-GSST
Program; monitoring and auditing your university or its authorized agents to ensure that they are administering the OGS
Program and the QEII-GSST Program appropriately; conducting risk management, error management, audit and quality
assessment activities; and conducting policy analysis, evaluation and research related to all aspects of student assistance.
Financing includes: planning, arranging or providing funding for the OGS Program and the QEII-GSST Program.

The Ministry administers the OGS/QEII-GSST Program under the authority of the Ministry of Training, Colleges and
Universities Act, R.S.0. 1990, c. M.19, as amended. If you have any questions about the collection or use of this information,
contact the Director, Student Financial Assistance Branch, Ministry of Training, Colleges and Universities, P.O. Box 4500,
189 Red River Road, 4th Floor, Thunder Bay, ON P7B 6G9.

Applicant’s consent and declaration:

1. I confirm that the information provided in this application package is complete and accurate to the best of my
knowledge.

2. lunderstand that | am responsible for providing all required documentation as indicated in the application instructions
or as directed by the administering office, and that if | do not submit the required documentation/information | may be
disqualified for consideration of this scholarship.

3. lunderstand that the collection of personal information provided in this application package is used solely for
determining my eligibility for this award and similar awards. Information submitted during the application process will
be protected, used, and released in compliance with Ontario’s Freedom of Information and Protection of Privacy Act
(R.S.0. 1990, c. F31) and the University of Waterloo’s policies.

4. | authorize the University to release a copy of this application package to the appropriate awards selection
committee.

5. lunderstand that if | am selected to receive this award, and am also an OSAP recipient, the award funds may affect
my OSAP funding.

6. | acknowledge that if my funding changes in the term or for the intended period of support for which this award is
provided, or if any details change that would disqualify me from continuing to hold this award, | will imnmediately notify
the Graduate Studies Office as | understand that it may result in a reassessment and/or cancellation of my award.

All details provided in the application are subject to verification by the awarding office.

7. |If selected as an award recipient, | authorize the University to release any non-financial application details to the
award agency, such as name, program/plan/level of enroliment, value of award, as well as supporting documentation
(e.g., letters), where applicable.

Applicant signature Date (mm/dd/yy)
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|:|I have completed and signed my application form (8 or 9 pages including checklist).
|:|I have provided my first referee with an Academic Assessment Report form.
|:|I have provided my second referee with an Academic Assessment Report form.

|:|I have ordered my Undergraduate and Graduate (if applicable) transcripts per the instructions.

Section 14: Departmental Checklist (for department graduate coordinator use)

U Completed and signed application form (8 or 9 pages including checklist) received.
Q First referee Academic Assessment Report and reference letter received.
U0 Second referee Academic Assessment Report and reference letter received.

4 All Undergraduate and Graduate (if applicable) transcripts received.
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	Brief description fo research: 
	undefined: With the advent of technology, large datasets are being generated in every field- scientific, social, commercial - spanning diverse areas. It has, therefore,  become imperative to design effective online algorithms that can perform learning and inference of mixture models robustly and circumvent the need to store huge datasets.  Online algorithms have vast applications in fields that require an updated model after each observation. They can be used for activity recognition, self-evaluation of heart condition, network traffic prediction, App recommendations etc. The main question that my research aims to answer is : How can we learn mixture models robustly for streaming data? 
 
Background: Spectral Learning[1] and Tensor Decomposition[2] are two methods which are robust to learning mixture models. However, they are offline algorithms, that is, they need to make several passes over the dataset and hence, they need to store data which is problematic. Online algorithms like Expectation Propagation(EP)[3], Assumed Density Filtering(ADF)[4,5,6] and online Expectation Maximization (oEM)[7] have been developed for mixture models. EP and ADF require several passes over the dataset for convergence. Further, they are not robust and often do not converge to the right parameters of the mixture distribution. Online EM is the most popular online approach with robust empirical results. However, oEM is an optimization algorithm for a non-convex problem and is susceptible to getting stuck in local optima. The stochastic approximation reduces data efficiency and it cannot be distributed over multiple processors for parallel computation.
Bayesian inference is a popular approach in Machine Learning that adapts naturally for streaming data and gives robust estimates with enough data. It uses Bayes' theorem - which updates prior beliefs once new evidence is observed - for learning. Bayesian inference, in theory, has been proven to be consistent (robust)[8, 9] for mixture models. However, in practice, a major obstacle with exact Bayesian methods is that they are computationally expensive and intractable.
 
Research Methodology: In [10], I developed a Bayesian learning technique called the online Bayesian Moment Matching algorithm(oBMM) for Gaussian Mixture Models(GMMs) that lends itself naturally to online and distributed computation. Since, the Bayesian posterior is intractable, I project it onto a family of tractable distributions after each observation by matching a set of sufficient moments. oBMM outperforms oEM empirically over real world datasets in both running time and accuracy. Further, oBMM can be distributed over several machines for parallel computations.
 
Specific Objectives: My specific objectives with oBMM are:
a) Generalized oBMM: In[10], I developed oBMM for GMMs. I aim to extend oBMM for mixture distributions from the exponential family. This will allow flexibility in modeling data distributions efficiently.
b) oBMM for Graphical Models : Probabilistic graphical models provide a general framework for reasoning in noisy domains with several variables. Sum Product Networks (SPNs)[11,12] have been demonstrated to yield a tractable model for inference. However, previous parameter learning techniques operated in an offline mode and did not scale to big datasets. In [13], I extended oBMM to SPNs with continuous variables to ensure that parameter learning can be done online tractably. We compare its performance to oEM and other generative deep networks. Uses?
c) oBMM for Sequential Data: In [10, 13], oBMM has been developed for independent and identically distributed data (iid). However, real world data is often sequential and correlated. Hidden Markov Models(HMMs) are often used for sequential data. HMMs are encoded with an emission distribution - which explains the present observation given some hidden state, and a transition distribution - which accounts for correlation with the previous state. I aim to extend oBMM to HMMs, with emission and transition distribution being modeled as mixture distributions which will be used in real applications like 
i) Activity Recognition: adaptive recognition and promotion of physical activities in older adults including stroke survivors and reduction of sedentary behavior in students using personalized prompting strategies by real-time learning and analysis.
ii) Heart Condition Evaluation: predicting the condition of heart patients based on EEG data leading to self-use machines
iii) Network Traffic Prediction: predicting flow direction and flow size[14] in networks for better routing of network traffic 
d) Robustness: Exact Bayeisan techniques are robust for learning mixture models. I aim to explore theoretical properties for oBMM in terms of consistency and convergence rates. Not only will this lead to the first robust online algorithm for mixture models but also help understand the properties of existing algorithms like EM. There is a sparsity in literature regarding the theoretical properties of existing algorithms. This will aim to bridge that gap and also explain why certain algorithms perform better.    


Significance: The main theme of my research is to build tractable models for online and distributed learning. This address a central need of efficient inference with optimal use of resources. My research aims to make meaningful strides at a fundamental level by developing efficient online Bayesian methods; adapt these methods to real life applications by generalizing them to commonly used graphical frameworks and finally advance our understanding at a theoretical level that will also help us to understand other popularly used algorithms and bridge the existing gap in literature.  
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i) Assistant Coordinator, Institute Counselling Service, Indian Institute of Technology Kanpur (2012-2013)
I was responsible for mentoring of academically weak students and helping them cope up with studies and university life. The bigger role was to identify mental health issues in students through student engagement and personal interactions and help students get professional help from Counsellors and Psychiatrists. Suicide among students had become a big issue with a rise in student suicides and I worked to sensitize the campus - student and faculty -on mental health issues. More precisely :  
a) I collaborated with the Ministry of Human Resources and Development, Govt. of India  to draft guidelines for setting up student support services in 32 Centrally Funded Technical Institutes
b) I raised INR 3 lacs [~$5,000] via promotional fees from banks to provide scholarships to financially weak students
c) I was successful in tackling stigma related to counselling among students via personal interactions with more than 500 students that lead to a 300% increase in Counsellor appointments
d) I extended the Academic Mentoring system to higher year undergraduates resulting in a 16% decline in academic probations
e) I personally mentored 3 students out of academic probation with an average increase of 1.8 in Cumulative Performance Index(10 point scale)  
f) I also pioneered a sensitization campaign on suicides for over 5,000 students on "World Suicide Prevention Day" with campus wide pamphlets, story competitions, video competitions, personalized free badges and a theatre play all focused on      
the theme of being sensitive towards one another and educating about mental health issues and suicides.
g) I also designed English Skill classes for students who were weak in English and hence faced problems academically. I organised these classes for 2 terms with more than 200 enrollments targeting grammar, writing and interactive skills. I also designed and incorporated course modules, fun language activities and language labs for interactive skill development.
i) I further, led a team of 132 students to organise a 6 day orientation program for 837 freshmen 
 
ii) Volunteer, Society of People for Development, Non-Profit Organisation (May'11 - July'11)
I conducted surveys among rural people for the State Government of Uttrakhand to gauge the dependency of villagers on forests for daily fuel. I also used GPS data to map villages  across 3 districts for better monitoring  and protection of forest resources. Finally, I educated rural households on the use of clean fuels and preserving forests.
 
iii) Senator and Member of the Finance Committee, Students' Gymkhana, Indian Institute of Technology Kanpur (2011)
I was a Senator in the Students' Senate, IIT Kanpur, elected by an electorate of 840 students representing my batch at the students body of the institute. As a Senator, I prepared an initial execution plan for Students' Gymkhana Golden Jubilee Celebrations with a budget of INR 1.5 crore (~$ 300,000). I further promoted newly formed hobby groups like Photography, Animation and Football League through Senator seed fund. I further led to the establishment of Debate Society and Card and Board Games under Cultural Council and Games and Sports Council respectively.
 
As a member of the Finance Committee, I handled the yearly Gymkhana budget of INR 29 Lacs(~$57,000) and accounted and supervised a budget of over 1.75 crore(~$ 346,000) for 3 student run festivals (Sports, Technical and Cultural) with participation from over 400 colleges across India.
 
iv) I was the Coordinator of the Literary Society (2012) and Editor, Vox Populi (July'13 - Dec'13), the student newspaper  of Indian Institute of Technology, Kanpur. I helped institute the Debating Society and obtained seed funding to organize the first Parliamentary Debate Workshop at IIT Kanpur. I also launched the Campus Newsletter and started the website of the student run newspaper.
 
Academic Work
I have been a visiting research student to Japan, Canada and United States.
Kyoto University (2013): I developed a probabilistic method for fast and robust recognition of QR codes using Bayesian learning and Evolutionary algorithms under the supervision of Dr. Shin-Ichi Maeda, School of Informatics. I was funded by the University of Kyoto and Denso Corporation.
 
University of Waterloo (2014): I developed a tractable Bayesian algorithm for parameter estimation of Gaussian Mixture models under the supervision of Dr. Pascal Poupart, Department of Computer Science.
 
University of Pennsylvania (2015): I developed mathematical tools enabling characterization of task-relevant properties of natural stimuli under the supervision of Dr. Johannes Burge, Department of Psychology.
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