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About Crash Report Prioritization

Crash Report Overview 

Need of Crash Report Prioritization Tools 

Large amount of crash reports 
First come, first served may delay fix of important crashes
Sometimes, prior knowledge is not enough 
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To build the gap, this project

CONSTRUCT
Use Few-shot learning, 
Similarity match, CNN for 
crash report classification

COMPARISON
Compare crash report 
classification tools 

PROPOSE
Propose future direction of 
crash report classification

STUDY 
Characteristics of crash 
report 
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About Crash Report 
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Feature Extraction 

System-related Total Physical memory, thread count, processor notes, CPU 
count 

Crash-related Method signature, prior fixes. Startup crash, module count 

Other Crash type, last crash, frame count 
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Crash Report Process  

Firefox crashes 

CRASH

Classify automatically 
generated crash report 

CLASSIFY

Failing stack trace 
collected 

REPORT

Bug fixed 

FIX

Apply classification  
Algorithms 
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Few shot Learning 
Similarity Match 

CNN 
New 

Approaches 

Existing 
Techniques Machine Learning 

Not suitable for small amount of training 
data
Not-convincing definition “top crashes” 

Idea: Convert crash report 
to sentences and perform 
text classification. 
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RESEARCH QUESTIONS

RQ1 RQ2

How do we classify crash 
reports when there is little 
training data? 

How does few-shot learning 
perform compared with other 
approaches in terms of crash 
report classification? 
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RQ1: DATA RETRIEVAL 
STEP1: Data Collection

Collected data for 
consecutive 30 days 

Mozilla Crash 
Report

Feature 
Extraction

Filter and 
Assign Labels

Assign label 
based on 
occurrence and 
fix time 
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csv

Compact crash report 
to text 



RQ1: DATA RETRIEVAL  
STEP2: Create training and test set 

Select crash report with labels Collect new crash data without labels 
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RQ1: APPROACH DESCRIPTION
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SETFIT 

SETFIT (Sentence Transformer Fine-tuning), an efficient and prompt-free framework for 
few-shot fine-tuning of Sentence Transformers (ST)

Enlarge training data 



RQ1: APPROACH DESCRIPTION
Few-shot Learning 
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1. Load Training dataset

2.  Load a SetFit model from Hub 



RQ1: APPROACH DESCRIPTION
Few-shot Learning 

13

3. Create Trainer 



RQ1: APPROACH DESCRIPTION
Few-shot Learning 
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4. Train, Evaluate, Save

5. Inference 

Preds = model(test_list)



RQ1: APPROACH DESCRIPTION
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SIMILARITY MATCH 

Levenshtein distance Measure string difference: min single-character 
edits required to change one word into the other 



RQ1: APPROACH DESCRIPTION
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SIMILARITY MATCH 

Enlarge training data 

Income Crash Report 

Similarity Score Assign ranking for 
highest score

Set of Crash Report with Known 
Classification

Compute levenshtein distance
 



RQ1: APPROACH DESCRIPTION

17

CNN MODEL

Create 
Train-validation split 

Create embedding 
matrix  

Create the model Train the model



RQ1: APPROACH DESCRIPTION
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CNN MODEL Input

Conv2D(3)

MaxPool2D

Word Embedding 

Conv2D(4) Conv2D(5) 

MaxPool2D MaxPool2D

Concatenate Flatten Dropout Output: Softmax 



RQ2: APPROACH COMPARISON
Step 

01

Create two 
sets of 

train-test set

02

Run both 
sets using 3 
approaches

03

Output 
Comparison
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DATA COLLECTION
 

Two sets of training-testing 
data 

Each set contains 5 training 
reports with 10 ✖ 5 test reports 
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RQ2: RESULTS

Training set #1 → Few shot > CNN > Similarity Match  
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RQ2: RESULTS

Training set #1 → Few shot ~ Similarity Match  > CNN 
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RQ2: RESULTS



FINDINGS

Similarity-based 
approach 
performance highly 
depends on training 
data quality  

CNN does not work well when the 
amount of training data is low 

Few shot learning performance could be 
improved by hyper-parameter tuning 
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More data could be used to 
make results more convincing  5

Overall, few shot learning outperforms 
the other two approaches with less 
training data 
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CHALLENGES 

DATA 
COLLECTION

Difficulty in collecting 
old data 

APPROACH 
COMPARISON

Difficulty in finding other 
classification techniques 

REPORT 
ANALYSIS

Difficulty in finding 
resources of crash report 

features 

GENERALIZABI
LITY

Hard to illustrate 
generalizability of data 
due to short amount of 

training data 25



WHAT TO DO NEXT … 

Crash Report classification techniques → Improve 
few shot learning performance 

Technique comparison → Investigate into more 
approaches and use more data for comparison 
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