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INTRODUCTION

• Vision-and-Language BERT.

• A model for learning task-
agnostic joint representations of 
image content and natural 
language.

• Two-stream model. Visual and 
textual processing in separate 
streams that interact through co-
attentional transformer layers.

• ‘Vision and Language’ tasks.

• Pretrain-then-transfer learning 
approach to vision-and-language 
tasks.

• Github - https://github.com/
jiasenlu/vilbert_beta

https://github.com/jiasenlu/vilbert_beta
https://github.com/jiasenlu/vilbert_beta
https://github.com/jiasenlu/vilbert_beta


MODEL



IMAGE REPRESENTATIONS
• Image region features are generated by 

extracting bounding boxes and their 
visual features. For region i, vi is the 
mean-pooled convolutional feature from 
that region.

• Spatial locations(Location Embeddings) 
encoded as a 5-d vector: Region 
position (normalized top-left and 
bottom-right coordinates) and the 
fraction of image area covered. 

• embeddings = image_embeddings + 
token_type_embeddings + 
loc_embeddings

• Image region sequence begins with an 
IMG token. Represents the entire image.



PRE-TRAINING

• Dataset

• Conceptual Captions: Collection of 3.3 million image-caption 
pairs automatically scraped from alt-text enabled web 
images[2].



• Masked Multi-Modal Learning Task 

• Approximately 15% of both words and image region are masked and 
reconstructed given the remaining inputs.

• Image features zeroed out 90% and unaltered 10%. Masked text inputs are 
handled as in BERT[3]. 

• Model predicts a distribution over semantic classes rather than directly 
regressing the masked feature values for the corresponding image region. 

• Supervision by output distribution for the region from the pretrained 
detection model used. Minimize KL divergence.

• Multi-modal alignment task

• Prediction whether the text describes the image(image aligned with the text).

• Element-wise product between hIMG and hCLS and a linear layer is learnt to 
make the binary prediction.



IMPLEMENTATION
• Linguistic stream initialized with a 

BERTBASE language model pre-
trained on the BookCorpus and 
English Wikipedia.

• BASE model chosen due to concerns 
over training time. BERTLARGE 
model can further boost 
performance.

• Faster R-CNN[4](with ResNet-101 
backbone) pretrained on Visual 
Genome dataset is used to extract 
region features. 10 to 36 high-scoring 
image region boxes are selected. 

• Transformer and co-attentional 
transformer blocks in the visual 
stream have hidden state size of 
1024 and 8 attention heads.

• Trained on 8 TitanX GPUs with a 
total batch size of 512 for 10 epochs. 

• Adam optimizer with initial learning 
rates of 1e-4 is used with a linear 
decay learning rate schedule.

•  Both training task losses are weighed 
equally.

BERTBASE - 12 layers of transformer 
blocks. Each block having hidden 
state size of 762 and 12 attention 
heads.



TRANSFER TASKS

• Pretrained ViLBERT model transferred to a set of 
four established vision-and-language tasks and one 
diagnostic task. 

• Fine-tuning strategy to modify the pretrained base 
model and perform the new task by training the 
entire model end-to-end. 



• Visual Question Answering 
(VQA)

• Training and Evaluation on VQA 
2.0 dataset.  

• Fine-tuning: Two layer MLP is 
learnt on top of the element-
wise product of the image and 
text representations hIMG and 
hCLS. 

• Multi-label classification task. 
Loss - Binary cross-entropy loss. 
Batch size 256. Maximum 20 
epochs. Initial learning rate 4e-5.



• Visual Commonsense Reasoning 
(VCR) 

• Given an image,  Visual Question Answering 
(Q->A) and Answer justification (QA->R). 

• Trained on Visual Commonsense Reasoning 
(VCR) dataset having object tags integrated 
into the language providing direct 
grounding supervision and explicitly 
excludes referring expressions. 

• Fine-tuning: Question and each possible 
response is concatenated and four different 
text inputs are passed along with the image. 
A linear layer is learnt on top of the post-
element-wise product representation.

• Softmax prediction. Loss - Cross-entropy 
loss. 20 epochs. Batch size 64. Initial learning 
rate 2e-5.



• Grounding Referring Expressions

•  Localize an image region given a natural 
language reference. 

• Training and Evaluation is done on 
RefCOCO+ dataset. 

• Bounding box proposals provided by 
MAttNet[5], which use a Mask R-CNN are 
directly used. 

• Fine-tuning: Final representation hvi is 
passed into a learned linear layer to 
predict a matching score. IoU is 
computed with the ground truth box 
thresholding at 0.5.

• Loss - Binary cross-entropy loss. 
Maximum 20 epochs. Batch size 256. 
Initial learning rate 4e-5.



• Caption-Based Image Retrieval

• Identifying an image from a pool given a caption 
describing its content. 

• Training and Evaluation is done on the Flickr30k 
dataset. Trained in a 4-way multiple-choice setting 
by randomly sampling three distractors for each 
image-caption pair - substituting a random caption, 
a random image, or a hard negative from among 
the 100 nearest neighbors of the target image.  

• Alignment score(same as in alignment prediction 
pretraining) is computed for each. Softmax applied. 
Loss - Cross-entropy loss. 20 epochs. Batch size 64. 
Initial learning rate 2e-5.

• ‘Zero-shot’ Caption-Based Image Retrieval

• Pre-trained multi-modal alignment prediction model 
on Conceptual Captions dataset is used directly. No 
fine-tuning.

• Demonstrates that the pretraining has developed 
the ability to ground text. Tested on the caption-
based image retrieval task test-set.



BASELINES
• Single-Stream Model

• Single BERT architecture processing both modality inputs through same set of 
transformer blocks - sharing parameters and processing stacks for both visual 
and linguistic inputs. 

• No changes to the BERT architecture, resulting in significantly deeper visual 
processing and earlier interaction between the modalities than ViLBERT.  Trained 
identically.

• ViLBERT☨

• ViLBERT architecture that has not undergone any pre-training tasks.

• BERT initialization for the linguistic stream and represents image regions.

• Baseline is compared to isolate gains over task-specific baseline models that might 
be due to the architecture, language initialization, or visual features as opposed to 
the pre-training process.



RESULTS





OTHER MULTIMODAL 
MODELS
(BERT BASED/RELATED )



VL-BERT[6] 



UNITER[7]
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