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VWhat 1s Chinese Poetry?

I5E River Snow P
FILE X4, From hill to hill no bird in flight; =38
FENERR, From path to path no man in sight. R
MAA=E%, A lonely fisherman afloat,

MAETIE, |s fishing snow in lonely boat.

v Yuancho ‘ ttp://localse



Coetic Rules

(PYP(Z)ZZPP, © (P)P(Z)ZPPZ,

(2)Z PPZZP,© (2)Z PPZZP,©

2)Z(P)PPZZ, @Z(PIPPZZ,
(PP (2)ZZPP,© (P)P(2)ZZPP, ©

Structure:  Four lines, usually five or seven characters per line. .:'4;"'1';5" .
Tone: P and Z each represents two tones i
Rhyme: The last characters with @ must rhyme



VWhy study Chinese poetry?

Unique challenge - A lot of structure and pattern
Cultural importance - widely study today

Application inreal life - teaching assistant




Gone (adj.)
Disappeared (adj.)

Thousand (num.)
Ten-thousand (hum.)

—

Bird (noun.)
Man (noun.)

M=,
MIEIE,




(50als

Thematic Semantic Coherence: Adherence to Poetic
Correspondence: Within sentences Rules:
Between sentences Within poem
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Can adeep neural network capture all of the information and patterns?
Answer is Yes and No.




Our Approacn

Planning Based Poetry Generation

swallow
[ m ]
willow
J

\

A swallow twitters as ifto look for the past dream,

£ R @ o 1 .
The gentle breeze blows across the willow in the mist.

Input Query Poem Planning Outline
FRBMIT T, . # g
(i speing. fhe feach Keyword & X (spring) Keyword At 7 (peach blossom)
bl g Extraction HEFE (peach blossom) Expansion #% (swallow)

ossoms are open.) :
Hp (willow)
| —— —r T
Poem Generation P 2 ~
A XM H BRI, £
The bright sun is shining over the river in spring, spring
T 2T Lo Heit
Peach blossoms are open all over the mountain. pedch blossom
MR8, ]

Key ldea is separation of Planning & Generation

~

Thematic Correspondence Semantic Coherence
Source: https://arxiv.org/pdf/1610.09889 pdf
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VNord/vec :f
(Word Embedding) %

Why do we need Word2Vec?
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ViVordZvec

AUDIO IMAGES TEXT

[o]oJofo2[0for[ofo]o].[.] =~

Word, context, or
document vectors

DENSE DENSE SPARSE

Audio Spectrogram Image pixels

Source: https://www.tensorflow.org/tutorials/word2vec




ViVordZvec

INPUT PROJECTION OQUTPUT INPUT PROJECTION  OUTPUT

tZ)L

o [\
w(l)
WM)F /

w(t+2) |:

CBOW Skip-gram

Algorithm we use: Continuous Bag-of-Words model (CBOW)

The model predicts the current word from a window of surrounding context words

Source: https://www.tensorflow.org/tutorials/word2vec
https://arxiv.org/pdf/1301.37/81.pdf



https://www.tensorflow.org/tutorials/word2vec

VVordZvec

Word?2vec captures linguistic regularities - very important in
our task.

Two interesting examples: A

vec(‘Rome’) = vec(‘Paris’) - vec('France’) + vec(Italy’)

vec(‘Queen’) = vec(‘King’) - vec('man’) + vec( ‘\/\/omanf)-;?".""" 3

-

Source: https://iksinc.wordpress.com/tag/continuous-bag-of-words-cbow/



| extRank

Algorithm:

Break sentences into segments.

Build weighted graph of segments

Run PageRank on graph (i.e. iterative ranking
based with recommendation score of segment)

I
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Ceyword Extraction & Expansio et

Input Training Data
Jieba Jieba R
Segmenter Segmenter .,
TextRank
Input : Training
Rank -
Segments >egment Ranking Segments
Extracted Keywords Segment-Level

Word2vec
\iﬁn’]"arit/

Expanded Keywords
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Seq/seo

Decoder

Encoder

Source: https://arxiv.org/pdf/1406.10 /8. pdf

Common Applications:
Machine Translation
Question & Answering
Text Generation




-ncoder: Bidirectional RNN

Bidirectional RNNs are based on the idea that the output at time t
may not only depend on the previous elements in the sequence, but
also future elements.

Outputs SETCHINS /1N | Yt41

T \ T \ T T
Backward Layer 4——}“_1 — R, %H*l

/)
Forward Layer ( Tft_ E} 2 [T{t 1
| \ |

N

Inputs R | Tt41

Implementation: stack the forward and backward
states and use them as input for decoder

Source: https://www.semanticscholar.org/paper/A-Unified-Tagging-Solution-Bidirectional-LSTM-Recu-Wang-Qian/19 1dd7df9cb? 1ac22f56ed0dfa.2!l'fé_,



o . i » of/:—wo[/:—\o[:—\ofo

oo e eTe e [ Adv..dv.idr..hd

T T |
Similar to Bidirectional RNNs. Instead of single layer, have multiple e

layers per time step. Able to learn more complex behaviour.

Source: http://www.wildml.com/2015/09/recurrent-neural-networks-tutorial-part-1-introduction-to-rnns/



Attention Decoder

Attention
Encoder RNN (Sec 4.3, 4.4) (Sec 4.5) Decoder RNN (Sec 4.3)

- ¥

D

POY | Yy oo o gy X)

RNN Cell

o = 3 =/

RNN Cell

\ (Sec 4.2)

\
[ H =] C B ]

<end> =<start>

Source Embedding Target Embedding
(Sec 4.1) (Sec 4.1)

Figure 1: Encoder-Decoder architecture with attention module. Section numbers reference experiments
corresponding to the components.




Decoder State:

S; = f(s*i—lsyi—lacz')

Context:
T
C; = Z aijh_;l
j=1
“h‘1 ual ﬁ‘z a3 ‘h‘3 -
Attention:
X X X
. exp (es;)
* e — )
> w1 €xp (€ix)

a;(s) = align(hy, hy) =

exp(score(hy, i_zs))

>, exp(score(hy, f:s )

Bahdanau (Additive) Attention:

Scoring function is neural network
(single layer) appliedon .._, ,_-
concatenation of encoder-and.. ¢

decoder hidden states.

Luong (Multiplicative) Attention: s

Generalizes the model and introduces
new scoring functions:

hThg
score(hy, hs) ={ hIWh, general
vIWdlhe; hs] concat
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ng Attention

yall [ = <end
i | l l Il L |
Encoder e |— ey — I e |—| ez |—| 84 |—>| es ‘ —*| Bs
|
Decoder do R di —— dz — da
|

I 1 S—T— —

Knowledge is power <end>
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L 0SS Function

MSE Cross Entropy (maximize
Due to the nature of MSE the log-likelihood)

and Word2Vec, the output is Common loss function in

not guaranteed to be a valid similar tasks: text

character. Its output is more generation, machine

like "feeling of a character". translation, etc.

Based on our experiments Generated results look good,
(and eyeballing), the results and this is the one we chose

are not as good to use in some of our tests.




thm \ ﬂgi Heuristic

Inspiration: Poetry polishing
Poets usually polish their poetry

Realization: Word2vec = .

Word2vec model can find top N similar characters of a charé'cteﬁ ol

We can choose the one that rhymes

Target Rhyme Original - Output Target Rhyme Original Output
refine ("8, 'lL") =& refine ('ILI', '=') =@ 3

Between Mountain Rock Mountain Cloud Smoke



R h\/m \ 8 g: Better than Heuristic

Before we disclose the secret, let’s take a look at the
training data.

FLLEkH#E K Fly
FEANERKR  A:Person
MFf=ES  flft: Lonely Boat
HPYEIE =:Snow

Keyword
Sourcel:

Targetl: FILUEk4A

Source2: [AkPAD> FILE k4

Target2: AEANERR

Source3: [FMAH<PAD>F L k4a<PAD>FHEABK

Target3: IAEZS

Source4: [EFPAD> FILEkE<PAD>HEAERK<PAD>INAEES
Targetd: JHHATEIF
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Surprise! !
Reversing training data improves

I’hymlﬂg =@, | ' ;t,;-;._.';','..t'.:
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R h\/m \ 8 g: Better than Heuristic

FILE ks
BEAER
A E LS

WPRIE

Sourcel:
Target1:
Sourcel:

Target1:

Source2:
Target2:
Source2:

Target2:

X:Fly
A: Person
#Ilfit: Lonely Boat

£ Snow

«
FLLEKE
«

NI

A<PAD>FILE k4
FENER
4 S 1LF<PAD> A
REEANER

Why does reversing training
datavyields better rhyming?

Intuition:
RNN decides the last

character first, then it is not
subject to previously
generated characters




A‘ \gﬂ e ﬂti Boosted Word2Vec

Idea:

Add vertical slices of poems as additional sentences in
training word2vec model.

STE Goal:

Synthetically boost similarity between

¥ E._%é@ characters that appear in alighment in the
training data.

FENERIR,

S Afe N Result:
Pyt == 52 35, Subtle change in order of words with top
vl qﬁ/léﬁ' similarity

Positive effect by inspection




A‘ \gﬂ e ﬂti Boosted Word2Vec

Idea:

Add vertical slices of poems as additional sentences in
training word2vec model.

T Experiments:
AR Chfracter: i
FIus ke, cast
" Without Alignment:
FAENERN, @® & B B R I
‘-I{JI\( | %ki’r%*\], [west, spring, corner,south, seaside, arrival]
Jh /Jﬁlléﬁ' With Alignment:

@& & B I & At

[west, river, south, river, spring, north)]




A‘ \gﬁ 1 ﬂti Aligning Training Data

Intuition:

Training data should be padded/aligned such that the . #¢%
location of keywords and each sentences are '
consistent =
K |{WI|[S |L |I N|/E |1 |S |[L |I N |E |2 |S

K |w|* [* |s L [l |[NJE [1 |* |[* |S |L |I
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76,433 Poems
305,732 Lines
2, 036 012 Characters‘




VMethods of

BLEU Score:

AscorefromOto 1
indicating how similar the
candidate text is to the
reference texts.

Itis calculated on
sentence level, but only
the corpus level average
is indicative of quality.

Issue:

Do not have good
reference sentences

Not Yet Implemented

Rhyming/Tonal Score:
50% from rhyming,
50% from tonal.

Rhyming Score:

1:if end characters
rhyme as expected

0: otherwise

Tonal Score:

0<=p<=1: percentage of
characters with expected
tone types

-valuat

Ol

Structural Score:

Y

O:iflinesarenotfiveor | ¢ve s

seven characters, or have™ . seqg
. L]

different lengths 2

1: otherwise

Alighment Score:

Train word2vec with only
vertical slices of poems.

Use average similarity
score across 4 sentences
as poem alignment score

Not Yet Implemented



Listof Training Params

Bidirectional: True, False]

Decoder Input: Ground Truth, Sampling]

Training Data Reverse: True, False]

[
[
[
Training Data Alignment:  [True, False]
[
[
[

Word2Vec Alignment: True, False]

Cell Type: LSTM, GRU]
Attention Type: Bahdanau, Luong]
Hidden Units: 128

Depth: 4

Batch Size: 64 [Default, Alternative]
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Qur Latest Mode

decoder

| decoder/loss

3.50
3.00
2.50
2.00
1.50
1.00
0.500

0.00

0.000 200.0k 400.0k 600.0k 800.0k 1.000M 1.200M 1.400M 1.600M

Name Smoothed Value Step Time Relative

O best/. 1.823 1.810 1.622M Sat Jul 22,19:04:34 3d 22h Om 34s

Trained with:

Default setting
1,622,400 steps
~ 350 epochs
~4 days

Converged to:

0% Loss of 1.8




Generated Poem 4 sl

Input: B Input: Drunk

Keywords: Poem: o Poem:

3 ﬁ@gﬂ.ﬁiﬁ*’; ‘R’ T : d Sleepy dance, tired songs, and dream delayed by alcohol.
i %Egttx*%ﬁlmo R ? - Awaken to ambrosia-like snow, lying in the south pond.
s R RIRE T, M . '. Drunk tea brought conversation about the golden pond,

B
o

Z:EEXEEJ:FH#O e e Plum blossoms appear when none looks.



Frequency

aavinn

ng/ Tonal Score

800

700

600

4]
=3

8
5]

<]
=3

200

Score Distribution for Generated Sample Score Distribution for Training Data Sample
1000
800
>
o
c
@ 600
3
o
g
w
— 00
200
! llll l.lI o —
0.0 0.2 0.4 0.6 0.8 10 . . B 5 0.7 0.8 0.9 10
Combined Score Combined Score

|
Corresponds to 20.95% (10.68%) poems that do not rhyme.

Corresponds to 6.65% (0%) poems that have inconsistent lengths.




ooooo HOME = 11:47 PM @ 7351 %M

ming-gpu-3.cs.uwaterloo.ca (4

Poetry
Turing
Test

Can you guess if the poetry sample was
written by a person?

66% (2/3)

Turing
Test

Designed a web app that lets users
guess if the poetry sample was
written by a person or a computer.

You can play the game here:



http://ming-gpu-3.cs.uwaterloo.ca:8080
http://ming-gpu-3.cs.uwaterloo.ca:8080

2500+ Data Points

From ~100 friends - a popular game!
B

43% Passed Turing Tests "%

Impressive given 39% of human poetry were labeled computer )



luring [est:
2reakdown e

Clicked
Computer

Guessed \ Actual RNN HUMAN
COMPUTER 695 525

HUMAN 491 774

User
— Clicked

Huma
- :‘.- “-



&>

Rhymes very well Weird length

Beautiful words N e
Generally fluent > i U '/\ m g

Insights

Duplicate characters




[raining Speed (4n

Not using previous

decoder sentences vs
S 4 Hours of Training Not using bidirectional:
- Doubles training speed, : e
« similarloss .« *. b - ol
4;; - *.
4.20 A : _b'l;-\'":.
4.00 . . . . " i I“ "
‘ ; Not using bidirectional vs 3 :
- 0.000 20.00k 00k ' 60.00¢ 80.00¢ a0 200 : : “'r! . i qf ’ |I
- Doubles training speed, s o T T
. . . L - ;, _‘f. ‘Jl ol
Name Smootnd. Vaise ooy | Thne significantly higher Ioss/_, e Py Pk
default/, 3.779 3.650 37.00k Sat Jul 2 LY '
no_bidirectional?. -
Ve s




[raining Speed (24n

Not using previous
sentences vs
24 Hours of Not using bidirectional:

decoder

| decoder/loss

- Doubles training speed, ' &>
Training o : - i
significantly higher: loss ' ®
400 ’ . « T - :
50 3 *‘
3.00 3 . *-.;‘__p:'
250 . . . . ™ r l“ .‘
Not using bidirectional vs . :
. 0.000 00.0k 2000k 0.0k 400.0k 500.0x B600.0k 700.0k B00.0k : I » 4 2 i - 4 1‘1’, ) " il
B Doubles training speed, b2 AT et
. . . . ..-\ - 4 r- 4 % -‘1 -c e » .. I*r
Name Smoothed Value Step Time Relative S|gn|ﬂcant|y hlgher erSS/,_/ b Al 8 }} ! .--'-J“ i
default/. 1 2 211.5k Sun Jul 2 23h 32m 30s LY ;
Sun Ju 18:42:55 Z: ,\—-
Sun Jul 23, 18: 23h 15m 13 - W
Sun Jul 23, 18:4° 23h 49m 49s 'ﬁ o




Training Stats (24n)

Model/Stats | Epoch | Step Perplexity | Loss Sents/s
Default 46 221500 | 12.08 2521 | 127.76
No Reverse & | 47 228700 | 15.00 2.650 | 268.88
Alignment

No 79 380500 | 24.86 3.234 | 288.93
Bidirectional

No Previous | 183 873800 | 37.55 3.546 | 896.23




Rhyming/ lonal Score

Comparison of Score Distribution of Models

N Training Data
BN Default Model
NN No Bidirectional Modsl

oo BN el & S Observations:
No Previous
20 Penalized hard on
sentence length
- No Bidirectional
As good as default

Frequency

No Reverse &
e Alignment
I Penalized hard on
=0 | rhyming

A T l.‘ o

oo 02 04 08 08 10
Combined Score




A Closer Look

Comparison of Score Distribution of Models

2500

2000

Frequency
g

1000

ol Il” ]Iill

04 06
Combined Score

o

NN Default Model
BN No Previcus Maodel

No Previous
Penalized hard on
sentence length




A Closer Look

Comparison of Score Distribution of Models

R Deofault Modal
BN No Bidirectional Model

;ﬂ No Bidirectional
5 As good as default

: l e LI_|.|L.|||

0o Q 04 06
Combined Score




A Closer Look

Comparison of Score Distribution of Models

R Deofault Modal
BN Mo Reverse & Align Model

- No Reverse &
b Alignment
o Penalized hard on
rhyming

I

04 06
Combined Score

: - 1l

00 0

_.Q;l_HllI




Rhyming/ | onal Stats

Model/Stats Mean of Combined Standard Deviation of
Score Combined Score

Training Data 0.8941 0.1843

Default 0.7802 0.2840

No Reverse & 0.6997 0.2713

Alignment

No Bidirectional 0.8025 0.2571

No Previous 0.1490 0.2346




-—uture
mprovements




During Training:
Convolutional Polishing

The 17 generation

Encoding ‘n;odmg\ il
\
The ™ Generation I
FAVVAVI AV AN

Encoding M Becoding]) A

\
The (n+1)"" Generation

AN
o000

Encoding M Decoding

Onodelﬂbetx
@)

panded (set B)

nnnnnn by Deail Sel u

A
/3 node pruned

During Prediction:

ntegrate Heuristic with Model

Model Refinement After Training:
Reinforcement Learning Tuner

ACTION
ar

ENVIRONMENT

- @

Beam Search Optimization .-




RL Tuner

Goal:

Teach model structural/tonal/rhyming rules, while
allowing it to learn patterns organically.

Key Idea:

Use trained model and poetry rules as reward to
train a new reinforcement learning model.

To Approximate:

Q(state, action) = reward Likelihood given by trained model

Score given by poetry rules

Source: https://magenta.tensorflow.org/2016/11/0%/tuning-recurrent-networks-with-reinforcement-learning



‘mplementation of RL Tuner

Algorithm: Deep Double Q-Learning

Training melodies

Supplies initial weights

Music Theory
Rules

i

-

/ p@ls)
Composition so far

S a r

Discounted Predicted” <
Likelihood Score Future Return Reward '

1 e
L(6,) = (log p(als) + —rur(a,s) +ymax Q(s',a’;6,-1) — O(s, a; 0,))°



Seam Search

A heuristic search algorithm that explores a graph by

expanding the most promising node in a limited set.

- Computationally Efficient
- Able to Integrate Human Knowledge

- Able to consider the final performance

Source: https://en.wikipedia.org/wiki/Beam search
https://arxiv.org/pdf/1606.02960.pdf



https://en.wikipedia.org/wiki/Beam_search

Seam Search

Beam search uses BFS to build its search tree.

At each level of the tree, it generates all successors of the
states at the current level, sorting them in increasing order
of heuristic cost (possibly domain knowledge!) .,

However, it only stores a predetermined number, B, of best - ..
states at each level. _




Polishing Network

Inspiration:

Human poets often draft and recompose clauses R
numerous times before settling for the best <
formulation. IR

It's an iterative process, where output from a previous
generation informs the next generation.

Input Output . '/_)
,. Generator .0 Polishing -

Network Network Output

final

Source: https://pdfs.semanticscholar.org/Obd8/5c60a%ebcee80/2245ebed?9c8e3b2 665 1cf pdf




Convolutional Polishing

Improved Formulation:
Integrate polishing network s

with decoder, instead of / / R
Encoding-‘[;;coding \ [ s

using it as an output layer.

H ? The n" Generation y y Y Y . [
Why Convolutional? JE7AVIAN AYA Rex
Fixed sized windows helps to seoeo
Encoding-lgecoding \ / POIiShing

extract local (neighboring) . .
patterns of successive el Eeneration >< >< >< >(\ Netwofk | gl
characters. / / o
Input State Encoding "'Decoding \_'_" '
R = f(Womi Wb 3 Char Windows ~ ~

Attention Polish




Convolutional Polishing

When to Stop?

- When change made by polishing is small enough (e. g.
cosine similarity of encoded).
- Polishing may not converge, need termination threshold.

Issues:

- Complex architecture, hard to implement.
- Long training time with large number of iterations per
sample.
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