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Charlie Puth
Vs.
Google Research

e (Charlie Puth released his hit
“You Just Want Attention” In
April 2017 (1B+ views)

 Google Research did not publish
“Attention Is All You Need” until
June 2017 (5K+ citations)

e Coincidence??
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First proposed in Bahdanau et al., 2014 as an
alignment mechanism.

Basically, Attention allows the model to focus
on the relevant parts of the input sequence as
needed (Think of how humans pay attention to
only most relevant parts of a scene)



https://arxiv.org/abs/1409.0473

What Is Attention?

An attention function can be described as mapping a query and a set of

o Attention can be key-value pairs to an output.
described as mapping a
query (Q) and a set of Key1 | [Keyz | [Keys | [Keys
key-value pairs (<K, V>) Qe ——1— .
to an output (Z2), where ) | RO | (R |
the query, keys, values,
and output are all vectors. i
Attention(Query, Source) = ¥!* Similarity(Query Key,) - Value,
e The output is computed
as a weighted sum of the
values, where the weight , o ,
assigned to each Value is The K, V, Q nOtathn IS InSplred by
computed by a the information retrieval literature.

compatibility function (f)
of the query with the
corresponding key.



How to Compute Attention?

e Calculating Attention: e Major components in

1. Similarity between attention mechanisms:

the query and each

key to obtain scalar 1. Define <K, V> and Q
SCOres.

5 Use a Softmax 2. Choose a similarity

function to normalize function
these scores into
weights. In a lot of NLP work, the key and
value are often the same, therefore
3. Apply weighted sum key=value=word-embeddings

of the values.

eSimilarity(Q,Kl-)

Attention(Q, K;, V;) = z eSimilarity(Q.K)) Vi




Attention Functions

Additive Attention:

The attention scores are computed
using a Perceptron.

e Multiplicative Attention:

 The attention scores are computed
using (scaled/general) dot products.

Example: * Example:

LSTM + Attention Transformer

Additive attention outperforms Q'K

Multiplicative attention without (o.k =12 Wk
’ | [(.)A ] concat

scaling for larger dimensions,
because the dot products grow
large in magnitude, pushing the
softmax function into regions where
it has extremely small gradients.

v tanh(V QO+ U KA ) perce

P 4 "
,),lll.

exp( /(O.K)))
S exp(f(O.K )

a = soft max( H(J. A))=

Attention(Q, K.V )=> aV

- .




The Cost of Attention

Human attention is something that’s supposed to save computational
resources. By focusing on one thing, we can neglect many other things.

However, we need to calculate an attention value for each combination of
input and output objects (for long sequences, it could become prohibitively
expensive).

Essentially looks at everything in detail before deciding what to attend to.

Intuitively that’s equivalent outputting a translated word, and then going
back through all of your internal memory of the text to decide which word to
produce next. That seems like a waste, and not at all what humans are
doing.

In fact, it’s more akin to memory access (Information Retrieval), not
attention.



. AttentionFuneti

Attention in NLP:

Self Attention

Multi-Head Attention

Hierarchical Attention

Co-Attention

Two-Way Attention

Key-Value-Predict Attention

e BERT Attention Analysis



Self Attention

e Application:
Representation Learning +
Machine Translation o
(Transformer, BERT, GPT)
multiplication | 0 [0 | 00| < multiplication | 10 [ 40 [ 00 | «— multiplication [ 10 [ 30 | 15| «—
e |ntuition: When there is no i J )
external information B "“ W o N
available, relate different |
positions of the nng R ELE
same sequence to compute L . m— L
its internal representation
l.,e.Q=K=YV) ‘

e Seems to learn
sophisticated syntactic
patterns! (More on that later)



Multi-Head Attention

Multi-Head Attention

* Application: 1
Representation Learning [L'”Tear
+ Machine Translation Concat
(Transformer, BERT, GPT) !
r Scaled Dot-lProduct .U& "
e Intuition : The more the 7l Attinltlon 7]
merrier!Allow the model Unear PH{ Linear H{ Linear )
to jointly attend to
information from different r r r
representation v K Q
subspaces at different
pOSitiOﬂS. MultiHead(Q, K, V) = Concat(heady, ..., head, )W ©°

where head; = Attention(QWz-Q, K W,,;K, VWiV)




Hierarchical Attention

e Application:
Document
Classification

e Intuition: Employ
two levels of

attention: one at the

word level and one
at the sentence
level, to capture
and utilize the
hierarchical nature
of documents
(words —>
sentences —>
document)

Word Level:

it :Wewit, t € [1, T:,

Ut — tanh(thit -+ bw)

exp (U}, Uqy)
— ——[—J> ) = i
hi+ =GR (%t)at S _--7T]7 it Zt exp(u;';uw)
< :
By =GRU (2t € [T, 1] || 8= cuhae
t
1 2
Sentence Level: u; = tanh(W,h; + b,),
.
— ﬁ . - exp(u; Us)
h; =GRU(s;),? € [1, L], e S exp(u, us)’
— L
h; =GRU(s:),t € [L, 1. v=2 aih;
1 : 2

Classification:

p = softmax(W_ v + b.).




Co-Attention

e Application:
Question Answering

e Intuition: Co-attention is
computed as an alignment
matrix on all pairs of
document and query words.

e Extra: Use an iterative
procedure to select an
answer span by alternating
between predicting the start
point and predicting the end
point. This allows for
recovering from initial local
maxima corresponding to
Incorrect answer spans.

Coattention encoder

Dynamic pointer
decoder

start index: 49
end index: 51

—>

T \eam turbine plants

Document encoder

Question encoder

is ...

The weight of boilers and condensers generall
makes the power-to-weight ... However, most

electric power is generated using steam turbine electric power?
plants, so that indirectly the world's industry

What plants create most Q

D=1[d ... dpdg]

Q =g - qn 9o]

Q = tanh (W@Q' + b@)) € RO*(n+1),

L = DTQ e R(m—{-l)x(n—i—l)

AP = softmax (LT) e R(n+1)x(m+1)

A? = softmax (L) € R(m+1)x*(n+1)

C? = DAQ e R&X(H1),

CD — [Q,CQ] AD = R2£x(m+1).




Two-Way Attention

* Application: ) Vot
Textual Entailment Attention

e |ntuition: Use the same (&) Conditional

model to attend over the 1 It 1 g 1 1
premise conditioned on T ) Y ™ % R ™ I A
the hypothesis, as well as A wedding party taking pictures = Someone got married
to attend over the Premise Hypot hesis
hypothesis conditioned on

the premise, by simply M = tanh(WYY + W"hy ® er) M € RFXL
swapping the two o = softmax(w" M) o € R
sequences. This produces r=Ya' reR*

two sentence-pair - - —
representations that we M; = tanh(WYY + (W"h, + W'r;_;) @ er) M, € R
concatenate for o = softmax(w" M) o € R
classification. r. = Yo, +tanh(Wer,_y) r, € R*




Key-Value-Predict Attention
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V fo r al | a p p | i Cat i O n S (a) Neural language model with attention. (c) Key-value-predict separation.
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_ Y h \1T
predicting the next M, = tanh(W= [ke—r -+ k1] + (W7k)17)
word, computing the a; = softmax(w’ M)
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encode content
relevant to future * = tanh(W"r; + WZp,)

steps)



BERT Attention Analysis

* The massive success of pre-trained attention-based models (even though these models are trained in a
self-supervised fashion on unlabeled data, without explicit supervision for syntax or coreference) begs the
question: What specific linguistic features do they learn?

e Methodology: Collect various statistics (e.g. average entropy, average attention weight per token) and study
attention maps of BERT on different datasets.

e Some Findings:

* Most heads put little attention on the current token. However, there are heads that specialize in
attending heavily on the next or previous token, especially in earlier layers of the network.

e Over half of BERT’s attention in layers 6-10 focuses on the delimiter token [SEP], which could be used
by the model as a sort of “no-op”.

e Some attention heads, especially in lower layers, have very broad attention (at most 10% of their
attention mass on any single word). The output of these heads is roughly a bag-of-vectors
representation of the sentence.

e Particular heads specialize to specific aspects of syntax. For example, there are heads that find direct
objects of verbs, determiners of nouns, objects of prepositions, and objects of possessive pronouns
with >75% accuracy.
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