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Task-Oriented Dialogue Systems

Systems like Siri or Alexa

Must interpret what the user is saying/requesting

Requires knowledge of multiple domains

Sometimes must use inferences from dialogue history to interpret user meaning



Motivation

e Dialogue state tracking (DST) is an important component in task-oriented dialogue systems

e Some systems have an over-dependence on domain ontology or lack knowledge sharing
across domains

e Prior systems struggled with inferring unknown dialogue slot values and have difficulty
adapting to new domains

e Want to have model that can track multiple dialogue states over several domains across a
dialogue history



Dialogue History
— Usr: | am looking for a cheap restaurant in the centre of the city. == === --~- 1
Sys: There is a cheap chinese restaurant called Dojo Noodle Bar.
Usr: Yes please , for 8 people at 18:30 on Thursday.

Usr: 1 am also looking for some entertainment close to the restaurant. - - - - - -
Sys: Is there any type of attraction you would like me to search?

Usr: Why do not you try an architectural attraction.

Sys: All Saints Church looks good , would you like to head there? - - - - - :
Jee I
Usr: 1 also need to book a taxi between the restaurant and the church. - - - |
~ Sys: What time would you like the taxi from Dojo Noedle Bar?

Usr: 20:30, please.

Multi-Domain Dialogue State Tracking
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Example dialogue history from the dataset. Note the system
must refer to previous lines in the dialogue to gain more
context to a new dialogue line.



Some Definitions
X ={(U1,R1),...,(Ur, Rr)}Setof user utterances and system response pairs

B = {317 e BT} - Dialogue states for each turn

: T . N value
B; is a tuple{domainD,,, slot:Sp,, vaIue.Yj - >I'he domain of the state and the slot of the state. Given J
possible domain/state pairs, Yj is the true word sequence

Domain: An overall area of user interest, e.g. restaurant
Slot: Important attributes of a domain, e.g. for restaurant some slots are price and food
Value: A possible word that is the value for a domain-slot pair, e.g. (restaurant, price, cheap) or (restaurant, food, italian)



TRADE

TRAnNsferable Dialogue statE generator
Generates dialogue states from utterances using a copy mechanism which facilitates knowledge
transfer when predicting (domain, slot, value) triplets that were unknown during training

e Three major parts:

o Utterance Encoder
o Slot Gate
o State Generator

e Generates slot values instead of predicting probability distribution of every predefined ontology
term
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Section (a) of slide 7

Utterance Encoder

Encodes dialogue utterances into fixed length vectors

TRADE uses bi-directional gated recurrent units

Input is the dialogue history X, = [U,_;,R;_;,...,Us, Ry € RIXt[xdemp
o U is auser utterance, R is a system response
lis the number of selected dialogue turns before the final turn t

dempis the size of the embedding
Concatenation of all words in the dialogue history

e Theencoded dialogue history is represented as H; = [h{", ..., hf}}g] c RIXt1xdhd

O O O

o dpdd is the size of the hidden encoder state



Section (b) of slide 7

State Generator

A copy mechanism is required to generate slot values using text from the input

TRADE uses soft-gated pointer-generator copying
o  Combines adistribution over the vocabulary and a distribution over the dialogue history into a single
distribution

e State generator uses a GRU to decode and predict each of the possible domain/slot pairs
o  Firstinput to the decoder is the summed embedding of domain and slot
At decoding step k for j-th pair, the generator takes an embedding w;;, and outputs a hidden state hdec
The generator maps this into the vocabulary space P;"’C"b using a trainable embedding g ¢ RIV! thdd
At the same time, the hidden state is also used to compute the history attention Pj’};“‘"‘y over H,

P"OC“b = Softmax(F - (hg‘;;,c)T) e RV,

])Jhlistor) = Softmax(H; - (h‘]j-zc)T) e RIXtl



Section (b) of slide 7

State Generator

. . . . . . inal en voca en histor
Final weighted distributionis Pj" = pj" x Pie® + (1 — p%") x Py € RIV
p?,i"is atrainable scalar value that tries to find the optimal combination ratio

ply 1s computed by Sigmoid(Wi - [h%¢; wie; i) € R
Where ¢, = P;Z“"Ty . H, € R%aa and W7 is a trainable weight matrix

Since P]f,j”“’ takes the history attention into account, the model can generate words that were not
predefined in the vocabulary



Section (c) of slide 7

Slot Gate

e Theslot gate is a three way classifier
e Maps a context vector from the hidden states H;to a probability distribution over ptr, none and
dontcare classes
o  ptrmeans that the context points to a slot that matches the current (domain, slot) pair, and the generated
words from the state generator as the slot value
o  none means that there is no valid context
o  dontcare means that the context is for a slot that doesn’t match the current pair, so it is ignored
e Theslotgateisdefinedas G; = Softmaz(W, - (cj)") € R®
e Cjoisthe context vector for the first decoder hidden state

o  Paper does not mention why only the first decoder hidden state is used



Training Optimization

e Boththeslot gate and the state generator are optimized
e Theslot gate uses a cross-entropy loss function with the predicted slot gate G; and the true label vy
Ly = Z}']:1 —log(G; - (y?ate)T) _
e Thestate generator uses a different cross entropy loss with P4"*and the true slot word Y;*
C Ly=XL, S0 —log(PE ()T
e Bothlosses are optimized as a weighted sum using two hyper parameters o and 8

L = aL, + BL,



Unseen Domain DST

Strength of TRADE is that it can generalize fairly well to an unseen domain
Can utilize both zero-shot transferring and few-shot domain expanding

o  Zero-shot transferring: Assume that the unknown domain has no training data
o  Few-shot domain expanding: Assume only 1% of training data for the unseen domain is available

e Unseendomain DST is useful because creating a large-scale dataset for adomain is
time-consuming and difficult
e Many unknown domains are encountered in real world scenarios



Unseen Domain DST

TRADE can perform zero-shot transferring if slots from previous domains appear in the new
domain

o  E.G.if model can track the departure slot for the train domain, there should be overlap with the unseen taxi
domain and its departure slot

For few-shot domains, TRADE utilizes elastic weight consolidation (EWC) and gradient episodic
memory (GEM) for training

EWC uses a special loss Lewc(©) = L(©) + >, %Fi(@i — Og.)? where F is the Fisher information
matrix, A is a hyperparameter, ©, is the model parameters for the source (known) domain(s) and ©
the parameters for the target (unseen) domain

GEM keeps a small number of source domain samples, and applies a constraint on the loss while

learning the unseen domain
o  Thisconstraint prevents the loss from increasing when using the stored samples



Experimental Dataset

Hotel Train Attraction | Restaurant Taxi
price,
type,
parking, | destination, fO.Od :
price, s
stay, departure, destination,
area, area,
day, day, departure,
Slots : name, name, ;
people, | arrive by, : arrive by,
type time,
area, leave at, = leave by
stars, people oy l
internet, N
name
Train | 3381 3103 2717 3813 1654
Valid 416 484 401 438 207
Test 394 494 395 437 195

TRADE is trained on a dataset called MultiWOZ, the largest existing human-human conversation corpus.



Training and Evaluation Details

e Trained end-to-end using the Adam optimizer, a batch size of 32, an annealing learning rate in
[0.001,0.0001] and a dropout ratio of 0.2
The a and  parameters were both set to 1
The initial word embeddings are the concatenation of the Glove embedding and the character
embedding, with a dimension of 400

e Tosimulate an out-of-vocabulary setting, a word dropout is used in the utterance encoder to
randomly mask small amounts of input tokens

e Two evaluation metrics are used
o Joint Goal Accuracy: compares predicted dialogue states to the ground truth B} and only considered
correct if all the output values match exactly
o  Slot accuracy: compares predicted (domain, slot, value) triplet to the ground truth label



Comparison to Similar Models

TRADE is compared to the following models: i
MultiwOZ s e
MDBT (Only Restaurant)
* Joint  Slot | Joint Slot
e GLAD
e GCE (current S.OTA) MDBT | 15.57 89.53 | 17.98 54.99
° SpanPtr GLAD | 35.57 95.44 | 53.23 06.54

GCE | 36.27 98.42 | 60.93 95.85

The authors have modified the above models to be SpanPtr | 30.28 93.85 | 49.12 87.89

While TRADE does not always achieve highest slot
accuracy, it does have the best joint accuracy. This means that when training on multiple domains at the
same time, TRADE can predict the exact dialogue state more often than the other models.



Zero Shot results

Results on the zero-shot experiment done by

excluding one domain during training. Trained Single | Zero-Shot
The Taxi domain achieves relatively high results, and Joint Slot Joint  Slot
is quite close to the singly trained taxi domain. Hotel | 55.52 92.66 | 13.70 65.32
Taxi is high because all of it’s slots share similar values Train | 77.71 9530 | 22.37 49.31
to the Train domain. Attraction | 71.64 8897 [ 19.87 55.53
The authors mention that while the other domain Restaurant | 65.35 93.28 1157 5343
performances are not as promising, the slot accuracy Taxi | 76.13 39053 6058 73.92
is still impressive despite having no in-domain

samples.

Using more similar training domains could help
increase the zero-shot accuracy.



Domain Expanding Results

Joint Slot | Joint Slot | Joint Slot Joint Slot Joint  Slot

Evaluation on 4 Domains | Except Hotel | Except Train | Except Attraction | Except Restaurant | Except Taxi

Bdie MuE BN 5898 9675 | 5526 96.76 | 55.02  97.03 | 5469  96.64 | 49.87 96.77

training on 4 domains

) ) Naive | 36.08 9348 | 23.25 90.32 | 40.05 95.54 32.85 91.69 46.10 96.34
Fine-tuning BM

19% d . EWC | 40.82 94.16 | 28.02 91.49 | 45.37 84.94 34.45 092.53 46.88 96.44
on Honew domain | - cpav | 5354 96.27 | 50.69 96.42 | 5051 96.66 | 4591 9558 | 4643 96.45
Evaluation on New Domain Hotel Train Attraction Restaurant Taxi
Training 1% New Domain | 19.53 77.33 | 44.24 85.66 | 35.88  68.60 | 32.72 82.39 60.38 72.82
‘ ) Naive | 19.13 7522 | 59.83 90.63 | 29.39 60.73 42.42 86.82 63.81 79.81
Fine-tuning BM
APl EWC | 19.35 76.25 | 58.10 90.33 | 32.28 62.43 40.93 85.80 63.61 79.65

. GEM | 19.73 77.92 | 5431 89.55 | 34.73 64.37 39.24 86.05 63.16 79.27




Domain Expanding Results

e The Base Model (BM) indicates results evaluated on the four domains using their in-domain

training data
o  BMisthen fine tuned using the 1% unknown domain
o  Naive means that the BM was just retrained with the new data with no special technique

e Ingeneral GEM outperforms the naive model and EWC in terms of overcoming catastrophic
forgetting
o  Shows very little accuracy drop after learning the new domain
Pre-training followed by fine-tuning outperforms training from scratch on a single domain
Much smaller accuracy drop after fine-tuning with GEM
Fine-tuning increases evaluation of the new domain in general
o  Forthe new domain evaluation EWC and GEM are generally outperformed by the naive retraining approach
e Overall fine-tuning is better than the BM, and GEM is useful for minimizing accuracy loss of the
original domains



Slot Embedding Similarity

e Calculated the cosine similarity between the embeddings of
all the possible slots in MultiwOZ
More blue = more similar
Shows slots with similar or correlated values learn similar
embeddings
e destination and departure share similar values
o  Names of cities
e pricerange and stars share correlated values
o  5star hotels will likely be more expensive
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Slot E rro r Rates Slot Error Rate
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Knowledge Transferring Error Analysis

e Model was trained zero-shot on Rendng book time

stars

hotel and restaurant domains only Nk book people
o Trained on Restaurant and tested  book people book day

on Hotel for (a) and vice versa for - Scaruge
(b) pricerange
- . type food
e Xx-axisis # of correctly predicted Biok day

name

slot values book stay

area

. intemet
e Shows very high accuracy results

between the similar slots ;
e Slots that don't exist between (a) Hotel (b) Restaurant

domains are very difficult to track
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Conclusion

e TRADE model can learn to track states without predefined domain ontology

e TRADE shares all parameters across multiple domains

e Achieves state-of-the-art joint goal and slot goal accuracy on MultiWOZ dataset
e Canperform limited zero-shot DST for unseen domains

e Can perform few-shot DST for unseen domains without forgetting learned domains



