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TREC: Conversational Assistant Track

What is throat cancer?

Is it treatable?

Tell me about lung cancer.

What are its symptoms?  

q1
q2
q3
q4

CAsT Example
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Successfully Apply DPR to Conversational Search
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Interpret how DPR Understand Conversational Query
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Previous Solution

What is throat cancer?

Is it treatable?

Tell me about lung cancer.

What are its symptoms?  

q1
q2
q3
q4

CAsT Example

What are lung cancer's symptoms?

q<4; q4 CQR BM25

BERT            
Re-ranker

[9] Dalton et al. 2020
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Our Idea: Conversational DPR

What is throat cancer?

Is it treatable?

Tell me about lung cancer.

What are its symptoms?  

q1
q2
q3
q4

CAsT Example

What are lung cancer's symptoms?

q<4; q4 BM25CQR BERT            
Re-ranker

DPR

[9] Dalton et al. 2020
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Our Idea: Conversational DPR

Passage 
Encoder

Conversational 
Query Encoder

Eq<4;q4

EpCorpus

Pre-compute

Relevant passage

Gradient
q<4; q4

What are lung cancer's symptoms?

q<4; q4 BM25CQR BERT            
Re-ranker

DPR
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Challenge

What are lung cancer's symptoms?

q<4; q4 BM25CQR BERT            
Re-ranker

DPR
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Successfully Apply DPR to Conversational Search


Interpret how DPR Understand Conversational Query
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Fine-tuning with Pseudo Relevance Judgement

[4] Elgohary et al. 2020
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Fine-tuning with Pseudo Relevance Judgement

BM25

BERT            
Re-ranker

Positive

Negative

[4] Elgohary et al. 2020
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Fine-tuning with Pseudo Relevance Judgement

Passage 
Encoder

Conversational 
Query Encoder

Eq<4;q4

EpCorpus

Pre-compute

Relevant passage

Gradient
q<4; q4

Positive

Negative[CLS] What happened in 1983 ? | Did they 
have any children? [Q] Did she have any 
other children?

Query

[4] Elgohary et al. 2020
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Contextualized Query Embeddings

ANN search

Dense index

AvgPool

CQE

Wha
t was the

neo
lit

hic

rev
olu

tio
n? Whe

n did it
sta

rt and end
? [Q] Why did it

sta
rt?

Conversational Query Encoder

q1
<4 q2

<4 q3
<4 q4

<4 q5
<4 q6

<4 q7
<4 q8

<4 q9
<4 q10

<4 q11
<4

Context Query
q1

4 q2
4 q3

4 q4
4

Eq4
θ

Wha
t
was the neo

lit
hic

rev
olu

tio
n?

Whe
n

didit sta
rt

and end
?

[Q] Why did it sta
rt?

Eq<4
θ
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Successfully Apply DPR to Conversational Search

Reformulate conversational query directly in dense space

Create training data with pseudo relevance judgement 
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Interpret how DPR Understand Conversational Query

Text compression (or filtering)



Successfully Apply DPR to Conversational Search


Interpret how DPR Understand Conversational Query


Reformulate conversational query directly in dense space

Create training data with pseudo relevance judgement 
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Text compression (or filtering)
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Interpretation

ANN search
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Interpretation

ANN search

Dense index
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Experiments
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CQE 
DPR

CQR

Experiments

Models Training Data Eval Data
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Human

GPT2 

BERT-large

T5-base

CQE (BERT-base)

0.43 0.45 0.47 0.49 0.51

Dense Retrieval

CQE 
DPR

CQR DPR

Human

GPT2 

BERT-large

T5-base

CQE (BERT-base)

0.5 0.52 0.54 0.56 0.58

DPR
NDCG NDCG@3

[2] Yu et al. 2020

[5] Voskarides et al. 2020

[9] Lin et al. 2020

[2] Yu et al. 2020

[5] Voskarides et al. 2020

[9] Lin et al. 2020
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Human

GPT2 

BERT-large

T5-base

CQE (BERT-base)

0.00 0.08 0.16 0.23 0.31

Sparse Retrieval

CQE 
DPR

CQR

Human

GPT2 

BERT-large

T5-base

CQE (BERT-base)

0.42 0.44 0.46 0.49 0.51

NDCG NDCG@3

BM25

BM25

BM25

[2] Yu et al. 2020

[5] Voskarides et al. 2020

[9] Lin et al. 2020

[2] Yu et al. 2020

[5] Voskarides et al. 2020

[9] Lin et al. 2020
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BM25CQR BERT            
Re-ranker

CQE 
DPR

BM25CQR BERT            
Re-ranker

Comparison to Multi-stage Pipeline
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BM25CQR BERT            
Re-ranker

CQE 
DPR

BM25CQR BERT            
Re-ranker

Comparison to Multi-stage Pipeline
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BM25CQR BERT            
Re-ranker

CQE 
DPR

BM25CQR BERT            
Re-ranker

Comparison to Multi-stage Pipeline
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Conclusions and Future Work

• Create training data with pseudo relevance judgement

Reformulate conversational query directly in dense space

Create training data with pseudo relevance judgement 


• Explain how DPR reformulates queries in embedding space

Text compression (or filtering)


• Future Work:

Add system responses as context
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