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What ELECTRA can do:

GLUE Score

205 RoBERTa _ _ _ _ _ _ _ . 200k steps 300k steps 400k steps _ 205 :_ B - - - |
500k steps " e IXLNet RoBERTa
T00K steps ROBERTa ! 3%0EERT 500k steps
100k steps | ' steps
85 85 {m !
| @ :
| I
@ I
| I
80 - 80 !
® I
| I
| I
| I
75 4 ®BERT-Small 75 ¢ I
I
| .
| I
®ELMo 4 I
70 - 70 4, !
oGloVe m—m Replaced Token Detection Pre-training ) :
e—e Masked Language Model Pre-training : I
T T T T T T T T T =" T T T T
0 1 2 3 4 5 6 7 8 0.0 0 5 1.0 15 20 25 3.0 3 5

Pre-train FLOPs

1e20

Pre-train FLOPs

le2l

Figure 1: Replaced token detection pre-training consistently outperforms masked language model
pre-training given the same compute budget. The left figure is a zoomed-in view of the dashed box.
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2. Replaced Token Detection

sample
the —> [MASK] —> ---->» the —> —> original
artist—> artist —> artist—»{ | —> original
Generator Discriminator .
sold —> sold —>{ (typically a sold —>| (ELECTRA) —> original
the —» the —»| Small MLM) the —>| —> original
painting —» [MASK] —>» F-->» car —> —>replaced
sample

Masking Schem:

m; ~unif{1,n} fori = 1to k

x™ked — REPLACE(x, m, [MASK])

In"‘Sked) forzs € m

Ti ~ pa(zi|x
x°™P' = REPLACE(x, m, &)

Typically k = [0.15n], i.e., 15% of the tokens are masked out.
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2. Replaced Token Detection

sample
the —> [MASK] —> ---->» the —> —> original
artist—> artist —> artist—> L —> original
Generator Discriminator .
sold —> sold —>{ (typically a sold —>| (ELECTRA) —> original
the —» the —»| Small MLM) the —> —> original
painting —» [MASK] —>» F-->» car —> —>replaced
sample
Output:
pc(zi|z) = exp (e(z¢) Zexp 2V hg(x); )

D(x,t) = sigmoid(w’ hp(x);)
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2. Replaced Token Detection

sample
the —> [MASK] —> ---->» the —> —> original
artist—> artist —> artist—»{ | —> original
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baste) =55 -bataims)

1EM

LDISC(m HD (Z ]l corrupt — xt) logD( corrupt t) + ]l( corrupt 7& mt) log(l _ D(mcorrupt t)))

t=1

min Z Lyvim(z,0c) + ALpisc(x,0p) —  Joint training

eGa
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3. Differences with GAN

sample
the —> [MASK] —> ---->» the —> —> original
artist—> artist —> artist—»{ | —> original
Generator Discriminator .
sold —> sold —>{ (typically a sold —> (ELECTRA) —> original
the —» the —»| Small MLM) the —>| —> original
painting —» [MASK] —>» F-->» car —> —>replaced
sample

1. If the generator happens to generate the correct token, that token is considered
REAL instead of FAKE.

2. The generator is trained with MML rather than adversairal training. (Sampling)

3. Input of the generator is not a noise vector.
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1. Model extension

1. After pre-training, throw out the generator and fine-tune the discriminator
on downstream tasks.

2. Sharing weights between the generator and discriminator
83.6 for no weight sharing, 84.3 for sharing embeddings,
84.4 for sharing all weights

3. Models work best with generators 1/4-1/2 the hidden size of the discriminator.
Speculation: having too strong of a generator may pose a too-challenging
task for the discriminator, preventing it from learning as effectively

4. Joint training better than two stages training/adversarial training;:
Train only the generator for n steps, then initialize the discriminator
with the weights of the generator. Then train the discriminator for n

steps keeping the generator’s weight forzen.
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1. Model extension

Which generator size works best? Comparison of Training Algorithms
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Figure 3: Left: GLUE scores for different generator/discriminator sizes (number of hidden units).
Interestingly, having a generator smaller than the discriminator improves results. Right: Comparison
of different training algorithms. As our focus is on efficiency, the x-axis shows FLOPs rather than
train steps (e.g., ELECTRA is trained for fewer steps than BERT because it includes the generator).
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2. Small Models Results

Model Train / Infer FLOPs Speedup Params Train Time + Hardware @ GLUE
ELMo 3.3e18/2.6e10 19x/1.2x  96M 14d on 3 GTX 1080 GPUs 71.2
GPT 4.0e19/3.0e10 1.6x/097x 117M 25d on 8 P6000 GPUs 78.8
BERT-Small 1.4e18/3.7¢9 45x / 8x 14M 4d on 1 V100 GPU 75.1
BERT-Base 6.4e¢19/2.9¢e10 Ix/1x 110M 4d on 16 TPUv3s 82.2
DistilBERT —/1.4el0 -/2x 66M . 77.8
ELECTRA-Small 1.4e18/3.7¢9 45x / 8x 14M 4D on 1 V100 GPU 79.9
ELECTRA-Base 6.4e19/2.9¢10 Ix/1x 110M 4D on 16 TPUv3s 85.1

Table 1: Comparison of small models on the GLUE dev set. BERT-Small/Base are our implemen-
tation and use the same hyperparameters as ELECTRA-Small/Base. Infer FLOPs assumes single
length-128 input. Training times should be taken with a grain of salt as they are for different hard-
ware and with sometimes un-optimized code.
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3. Large Models Results

Model Train FLOPs Params CoLA SST MRPC STS QQP MNLI QNLI RTE Avg.
BERT 1.9¢20 (0.27x) 335M 60.6 93.2 88.0 90.0 913 86.6 923 704 84.0
XLNet 9.6e20 (1.3x) 360M 63.6 95.6 89.2 91.8 91.8 89.8 939 83.8 874
RoBERTa-100K 6.4e20 (0.90x) 356M 66.1 95.6 914 922 920 893 940 827 879
RoBERTa 3.2e21 (4.5x) 356M 68.0 964 90.9 924 922 902 947 86.6 88.9
BERT (ours) 7.1e20 (1x) 335 M 67.0 959 89.1 912 915 89.6 935 795 87.2
ELECTRA 7.1e20 (1x) 335M 693 96.0 90.6 92.1 924 905 945 86.8 89.0
Test set results for models with standard single-task finetuning (no ensembling, task-specific tricks, etc.)

BERT 1.9¢20 (0.27x) 335M 60.5 949 854 86.5 893 86.7 9277 70.1 83.3
SpanBERT 7.1e20 (1x) 335M 643 94.8 879 899 895 877 943 79.0 859
ELECTRA 7.1e20 (1x) 335M  68.2 96.9 89.6 91.0 90.1 90.1 954 83.6 88.1

Table 2: Comparison of large models on the GLUE dev and test sets. BERT dev results are from
Clark et al. (2019). See Appendix @for some discussion on GLUE test set comparisons.
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3. Large Models Results

Model Train FLOPs Params SQuAD 1.1 SQuAD 2.0

EM F1 EM F1

BERT-Base 6.4e19 (0.09x) 110M 80.8 88.5 - -

BERT 1.9e20 (0.27x) 335M 84.1 90.9 79.0 81.8
SpanBERT 7.1e20 (1x) 335M 88.8 94.6 85.7 88.7
XLNet-Base 6.6e19 (0.09x) 117M 81.3 — 78.5 —

XLNet 9.6e20 (1.3x) 360M 89.0 94.5 86.1 88.8
RoBERTa-100k 6.4e20 (0.90x) 356M - 94.0 - 87.7
RoBERTa 3.2e21 (4.5x) 356M 88.9 94.6 86.5 89.4
BERT (ours) 7.1e20 (1x) 335M 88.0 93.7 84.7 87.5
ELECTRA-Base 6.4e19 (0.09x) 110M 84.5 90.8 80.5 83.3
ELECTRA 7.1e20 (1x) 335M 88.7 94.2 86.9 89.6

Table 3: Results on the SQuAD dev set for single models with no data augmentation or ensembling.
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4. Efficiency Analysis

72
70

68

B—u ELECTRA

BERT

56 384 512
Hidden State Size

56 384 512
Hidden State Size

65 -

— ELECTRA-256

BERT-256

0

Model ELECTRA  All-Tokens MLM  Replace MLM ELECTRA 15% BERT
GLUE score 85.0 82.4 82.2
Table 4: Compute-efficiency experiments (see text for details).
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Figure 4: Left and Center: Comparison of BERT and ELECTRA for different model sizes. Right:
A small ELECTRA model converges to higher downstream accuracy than BERT, showing the im-
provement comes from more than just faster training.
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