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Abstract—Data centers consume tremendous amounts of energy in terms of power distribution and cooling. Dynamic capacity provisioning is a promising approach for reducing energy consumption by dynamically adjusting the number of active machines to match resource demands. However, despite extensive studies of the problem, existing solutions have not fully considered the heterogeneity of both workload and machine hardware found in production environments. In particular, production data centers often comprise heterogeneous machines with different capacities and energy consumption characteristics. Meanwhile, the production cloud workloads typically consist of diverse applications with different priorities, performance and resource requirements. Failure to consider the heterogeneity of both machines and workloads will lead to both sub-optimal energy-savings and long scheduling delays, due to incompatibility between workload requirements and the resources offered by the provisioned machines. To address this limitation, we present Harmony, a Heterogeneity-Aware dynamic capacity provisioning scheme for cloud data centers. Specifically, we first use the K-means clustering algorithm to divide workload into distinct task classes with similar characteristics in terms of resource and performance requirements. Then we present a technique that dynamically adjusting the number of machines to minimize total energy consumption and scheduling delay. Simulations using traces from a Google’s compute cluster demonstrate Harmony can reduce energy by 28% compared to heterogeneity-oblivious solutions.
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1 INTRODUCTION

Data centers have recently gained significant popularity as a cost-effective platform for hosting large-scale service applications. While large data centers enjoy economies of scale by amortizing long-term capital investments over a large number of machines, they also incur tremendous energy costs in terms of power distribution and cooling. For instance, it has been reported that energy-related costs account for approximately 12% of overall data center expenditures [5]. For large companies like Google, a 3% reduction in energy cost can translate to over a million dollars in cost savings [22]. At the same time, governmental agencies continue to implement and regulations to promote energy-efficient computing [2]. As a result, reducing energy consumption has become a primary concern for today’s data center operators.

In recent years, there has been extensive research on improving data center energy efficiency [24], [29]. One promising technique that has received significant attention is Dynamic Capacity Provisioning (DCP). The goal of this technique is to dynamically adjust the number of active machines in a data center in order to reduce energy consumption while meeting the Service Level Objectives (SLOs) of workloads. In the context of workload scheduling in data centers, a metric of particular importance is scheduling delay [27], [25], [20], [23], which is the time a request waits in the scheduling queue before it is scheduled on a machine. Task scheduling delay is a primary concern in data center environments for several reasons: (1) A user may need to immediately scale up an application to accommodate a surge in demand and hence requires the resource request to be satisfied as soon as possible. (2) Even for lower-priority requests (e.g., background applications), long scheduling delay can lead to starvation, which can significantly hurt the performance of these applications. In practice, however, there is often a trade-off between energy savings and scheduling delay. Even though turning off a large number of machines can achieve high energy savings, at the same time, it reduces service capacity and hence leads to high scheduling delay. Finally, the heterogeneity-aware DCP scheme should also take into account the reconfiguration costs associated with switching on and off individual machines. This is because frequently turning on and off a machine can cause the “wear-and-tear” effect [12], [19] that reduces the machine lifetime.

Despite the fact that a large number of DCP schemes have been proposed in the literature in recent years, a key challenge that often has been overlooked or considered difficult to address is heterogeneity, which is prevalent in production cloud data centers [23]. We summarize the types of heterogeneity found in production environments as follows:

- **Machine Heterogeneity**: Production data centers often comprise several types of machines from multiple
generations [25]. They have heterogeneous processor architectures and speeds, hardware features, memory and disk capacities. Consequently, they have different run-time energy consumption rates.

**Workload Heterogeneity**: Production data centers receive a vast number of heterogeneous resource requests with diverse resource demands, durations, priorities and performance objectives [27], [25], [20]. In particular, it has been reported that the differences in resource demand and duration can span several orders of magnitude [27], [25], [8]. The heterogeneous nature of both machine and workload in production cloud environments has profound implications on the design of DCP schemes. In particular, given a rise of workload requests, a heterogeneity-oblivious DCP scheme can turn on wrong types of machines which are not capable of handling these requests (e.g., due to insufficient capacity), resulting in both resource wastage and high scheduling delays. However, designing a heterogeneity-aware DCP scheme can be difficult, because it requires an accurate characterization of both workload and machine heterogeneities. At the same time, it also requires a heterogeneity-aware performance model that balances the trade-off between energy savings and scheduling delay at run-time.

In this paper, we present Harmony, a **Heterogeneity-Aware Resource MONitoring and management system** that is capable of performing DCP in heterogeneous data centers. Specifically, we first present a characterization of the heterogeneity found in one of Google’s production compute clusters. Using standard K-means clustering, we show that the heterogeneous workload can be divided into multiple task classes with similar characteristics in terms of resource and performance objectives. We then formulate the DCP as an optimization problem that considers machine and workload heterogeneity as well as reconfiguration costs. We then devise online control algorithms based on the Model Predictive Control framework that solves the optimization problem at run-time. This paper is an extension of our previous work [28]. Specifically, we updated our run-time scheduling algorithm, provided a theoretical bound on the size of each task class to achieve an efficient trade-off between scheduling delay and energy consumption, and evaluated the effect of resource over-provisioning on solution quality. Through experiments using traces from one of Google’s compute clusters, we found Harmony achieves lower scheduling delay and energy consumption compared to heterogeneity-oblivious DCP solutions.

The rest of the paper is organized as follows. Section 2 surveys related work in the literature. Section 3 provides an analysis of a publicly available workload traces from Google to motivate our approach. Section 4 provides an overview of Harmony. In Section 5, we describe the way Harmony captures the run-time workload composition. We present the formulation of the heterogeneity-aware DCP in Section 6, and provide two technical solutions in Section 7. Section 8 discusses the deployment of Harmony in practice. Finally, we evaluate our proposed system using Google workload traces in Section 9, and draw our conclusions in Section 10.

2 **Related Work**

Characterizing workload in production clouds has received much attention in recent years, as both scheduler design and capacity upgrade require a careful understanding of the workload characteristics in terms of arrival rate, requirements, and duration [20]. For example, Mishra et. al. have analyzed the workload of a Google compute cluster, and proposed an approach to task classification using k-means clustering [20]. Following the same line of research, Chen et. al. provided a characterization of Google cluster workload at job-level applying the k-means algorithm [13]. Sharma et. al. [25] and Zhang et. al. [27] studied the problem of finding accurate workload characterizations through benchmark generation and validation. Recently, Reiss et. al. [23] provided a comprehensive analysis of the heterogeneity and dynamism found in Google cluster traces, and found that both machine configurations and workload composition are highly heterogeneous and dynamic over time. They also pointed out the importance of considering workload heterogeneity for designing adaptive schedulers. However, the goal of these studies was to understand the workload composition in production clouds, rather than using workload characterization for resource allocation and capacity provisioning.

There is a large body of literature on energy-aware dynamic capacity provisioning in data centers. For example, pMapper [26] is a migration-aware workload placement framework for optimizing application performance and power consumption in data centers. However, it does not consider the cost of turning on and off machines when making provisioning decisions, nor does it consider task arrival rate and scheduling delay objectives. Similarly, Mistral [17] is a framework that dynamically adjusts VM placement to find a trade-off between power consumption, application performance, and reconfiguration costs. However, it does not consider the arrival rate of task requests in its formulation. More recently, Ren et. al. [24] studied the problem of scheduling heterogenous batch workload across geographically distributed data centers. Different from our work, they assume that the workload has already been divided into distinct types. They further assume that every task can be scheduled on any machine, which is not always the case as we shall demonstrate in Section 3. To the best of our knowledge, no previous work has applied task classification to dynamic capacity provisioning problem in heterogenous data centers. Thus, we design Harmony as a workload-aware DCP framework that can achieve both higher application performance and efficiency in terms of energy savings.

3 **Workload Analysis**

To understand the heterogeneity in production cloud data centers, we have conducted an analysis of workload
For one of Google’s production compute clusters [4] consisting of approximately 12,000 machines. The workload traces contain scheduling events, resource demand and usage records for a total of 672,003 jobs and 25,462,157 tasks over a time span of 29 days. Specifically, a job is an application that consists of one or more tasks. Each task is scheduled on a single physical machine. When a job is submitted, the user can specify the maximum allowed resource demand for each task in terms of required CPU and memory size. The values of the demand for each resource type were normalized between 0 and 1. Even though the dataset does not provide task size for other resource types such as disk, it is straightforward to extend our approach to consider additional resource types.

In addition to resource demand, the user can also specify a scheduling class, a priority and placement constraints for each task. The scheduling class captures the type of the task. Its value ranges from 0 to 3, with 0 corresponding to least latency-sensitive tasks (e.g., batch processing tasks) and 3, the most latency-sensitive tasks (e.g., web servers). The scheduling class is used by every machine to determine the local resource allocation policy that should be applied to each task. The priority reflects the importance of each task. There are 25 priorities that are divided into three priority groups: gratis(0-1), other(2-8), production(9-11) [23]. Generally speaking, task priorities can be used for specifying the Quality of Service (QoS) in terms of desired task scheduling delay. During busy periods when demand approaches cluster capacity, task priorities can ensure that high priority tasks are scheduled earlier than low priority tasks, resulting in lower scheduling delay. In this work, we primarily analyze task characteristics at the priority group-level, because priority groups already provide a coarse-grained classification of tasks. In addition, they also have strong correlation with task scheduling classes [4], [23]. Nevertheless, our technical approach can be extended to handle any combination of task priority groups and task scheduling classes.

### 3.1 Machine and Workload Dynamicity

In our analysis, we first plot the total demand for both CPU and memory over time. The results are shown in Figure 1 and 2, respectively. The total demand at a given time is determined by total resource requirement by all tasks in the system, including the tasks that are waiting to be scheduled. From both figures, it can be observed that the demand for each resource type can fluctuate significantly over time. Figure 3 shows the number of machines available and used in the cluster. Specifically, a machine is available if it can be turned on to execute tasks, and is used if there is at least one task running on it. Figure 3 also suggests that the capacity of the cluster is not adjusted according to resource demand, as the number of used machines is almost equal to the number of available machines. This suggests that a large number of machines can be turned off to save energy.

### 3.2 Analysis of Task Scheduling Delay

While turning off active machines can reduce total energy consumption, turning off too many machines can...
also hurt task performance in terms of scheduling delay. Figure 4 shows the Cumulative Distribution Function (CDF) of the scheduling delay for tasks with respect to their priority groups. It is apparent that tasks with production priority have better scheduling delay than the gratis ones. Indeed, more than 50% and 30% of the tasks in production and other priority groups respectively are scheduled immediately. On the other hand, some of the tasks were delayed significantly. During our analysis, we have also noticed that some tasks even with production priority were delayed for up to 21 days. Since the cluster is not constantly overloaded, the only possible explanation is that the task is difficult to schedule due to unrealistic resource requirement or had a placement constraint that is difficult to satisfy. These results suggest that more efficient provisioning and scheduling methods are needed to reduce the scheduling delay for these difficult-to-schedule tasks.

3.3 Understanding Machine Heterogeneity

The traces also provide information about the types of machines used in the cluster. A machine is characterized by its capacity in terms of CPU, memory and disk size as well as a platform ID, which identifies the micro-architecture (e.g., vendor name and chipset version) and memory technology (e.g., DDR or DDR2) of the machine. Similar to tasks, machine capacities are normalized such that the largest machine has a capacity equal to 1. Figure 5 shows the different types of machines and their characteristics (capacity and platform ID (PFID)). We found 10 types of machines where more than 50% and 30% of the machines belong to machine types 1 and 2, respectively. On the other hand, machine types 3 and 4 have around 1000 machines each. The remaining machine types (5 to 10) constitute less than 100 machines. Unfortunately, the traces do not provide detailed information about hardware specifications, however, it is likely that this heterogeneity translates into different energy consumption models.

3.4 Understanding Task Heterogeneity

In order to analyze the workload heterogeneity, we plotted tasks’ requirements and their durations for the three priority groups. Figure 7 shows the CPU and memory size of tasks belonging to each priority group. The coordinates of each point in these figures correspond to a combination of CPU and memory requirements. Radius of each circle is logarithmic in number of tasks within its proximity. It can be seen that most of the tasks have low resource requirements. In particular, we found that 43% of gratis tasks have the same CPU and memory requirements equal to 0.0125 and 0.0159, respectively. Furthermore, most of the large tasks are either CPU-intensive or memory-intensive. There is usually no correlation between CPU and memory requirements. Another key observation is that the difference in task size can span several orders of magnitude. For example, Figure 7a shows that the largest task in the gratis priority group is almost 1000× bigger than the smallest task in the same group for both CPU and memory. Similar characteristics can also be found in Figure 7b and 7c. We note that similar characteristics have been observed in one of Facebook’s data centers [15], suggesting these characteristics are likely to be common in Cloud data centers. Finally, from Figure 5 and Figure 7, it is clear that not every task (e.g., CPU size ≈ 1) can be scheduled on every type of machines (e.g., CPU capacity = 0.5).

Another important parameter that shows the heterogeneity of the tasks is the task duration. Figure 6 shows the CDF of task durations for tasks with different priority groups. From Figure 6, it can be seen that production tasks (9-11) have long durations that can reach up to 17 days, whereas 90% of the remaining tasks (i.e., gratis and other) have shorter duration that ranges between 0 and 10 hours. The same observation can be made for production-priority tasks when compared to other priority groups (Figure 6). Furthermore, it is worth noting that more than 50% of the tasks are short (less than 100 seconds). This concurs with the previous studies [27], which showed that tasks are either short or long.

3.5 Summary

The above analysis suggests that while the benefit of dynamic capacity provisioning is apparent for production data center environments, designing an effective and dynamic capacity provisioning scheme is challenging, as it involves finding a satisfactory compromise
between energy savings and scheduling delay with consideration to the heterogeneous characteristics of both machines and workload. In particular, we have found the heterogeneity in task size can span several orders of magnitude, and not every type of machine can schedule every task. Similar characteristics have also been recently reported in Microsoft and Facebook data centers [8]. Thus, it is a critical issue to design heterogeneity-aware DCP schemes for production data centers, as failing to consider these heterogeneous characteristics will result in sub-optimal performance.

4 System Overview

As discussed previously, we design Harmony as a DCP framework that considers both task and machine heterogeneity. This requires (1) an accurate characterization of both workload and machines, (2) effectively capture the dynamic workload composition at run time, and (3) using the captured information to control the number of machines in the compute cluster to achieve a balance between energy savings and scheduling delay. In practice, large cloud infrastructures such as Google compute clusters execute millions of tasks per day. Capturing heterogeneity at fine-grained (i.e., per-task) level is not a viable option due to the high overhead of monitoring and computation. Thus, a medium-grained characterization of the workload is necessary. To this end, we present a workload characterization of Google traces by dividing tasks into task classes using the K-means algorithm. However, different from previous work [20], [13] whose main objective is to understand workload characteristics, our goal is to find accurate workload characterization, while supporting task classification (e.g., labeling) at run time. Note that machines are naturally characterized (i.e., there are 10 types of machines in the cluster). Thus, our solution will mainly focus on task characterization.

Once the workload characterization has been obtained, we introduce a monitoring mechanism that allows Harmony to capture the run-time workload composition in terms of arrival rate for each task class. To make provisioning decisions, we define a container as a logical reservation of resources that is meant to host tasks belonging to the same task class. In our approach, the task containers serve as reservations for helping the controller to make machine allocation decisions (described in Section 7.2). It is also possible to directly use task containers for scheduling (described in Section 7.3). Finally, a heterogeneity-aware DCP controller is designed to adjust the number of active machines, based on the current machine availability and workload composition.

The architecture of Harmony is shown in Figure 8. It consists of the following components. The task analysis module is responsible for monitoring the arrival of every task in order to identify the type to which it belongs. The scheduler is responsible for assigning incoming tasks to active machines in the cluster. The prediction module receives statistics of the arrival rate for each task class, and forecasts its future arrival rates. The container manager evaluates the number of containers required to schedule the current workload based on two parameters: (1) the predicted arrival rate, and (2) the required average scheduling delay for each type of tasks. The container manager periodically notifies the capacity provisioning module about the number of required containers for each type of tasks. The capacity provisioning module decides which machine in particular should be switched on or off. Obviously, the goal is to select the right combination of machines that can host the containers and, at the same time, minimizes the energy consumption. Finally, The monitoring module is responsible for collecting diverse statistics about tasks and machines, including CPU and memory usage, free resources and current task durations. It also reports any failures and anomalies to the management framework. In the following sections, we describe the design of Harmony in details.

5 Workload Analysis and Modeling

5.1 Task Classification

The goals of task classification is to divide tasks into classes with similar resource demand and performance characteristics. For the purpose of resource provisioning, it is necessary to consider task priority group, task size (CPU, memory) as well as task running time as the features for clustering. Specifically, the size of a task \( i \) can be modeled as a vector \( s^i = (s_{i1}, ..., s_{iF}) \), where \( F \) denotes the set of features used for clustering. Let \( N_k \) denote the tasks that belong to cluster \( k \). Then, the centroid of each cluster can be defined as a vector \( \mu^k = (\mu^{k1}, ..., \mu^{kF}) \), where \( \mu^{kr} = \frac{1}{|N_k|} \sum_{i \in N_k} s_{ir} \). The K-means clustering algorithm essentially tries to minimize the following similarity score:

\[
\text{score} = \sum_{k=1}^{K} \sum_{i \in N_k} ||s^i - \mu^k||^2
\]

where \( ||a - b|| \) denotes the Euclidian distance between two points \( a \) and \( b \) in the feature space. Even though Harmony does not restrict the type of clustering algorithm used for clustering, in practice we found K-means is simple and sufficient to serve our purpose.

A key issue associated with the use of K-means clustering is to determine the value of \( K \), which is the number of clusters to be produced by the algorithm. A small value of \( K \) will lead to low-quality workload characterizations, which reduces the benefit of heterogeneity-aware DCP. On the other hand, a large value of \( K \) will lead to high monitoring and management overhead. In our scheme, we adopt a common approach which is to pick the value of \( K \) such that adding another cluster does not achieve much better gain in terms of minimizing score. We shall report the result of running the K-means clustering algorithm in Section 9.1.

Once a characterization of the workload has been made, the next challenge to be addressed is run-time
5.2 Resource Prediction

reduces the error introduced by the labeling process. This clustering procedure assigns to the right task class. This clustering procedure is further divided into short tasks and long tasks using K-means algorithm. This two-step approach is reasonable because task running-time does not simply correlate with resources allocated on the hosting machine [7]. At run-time, each task is initially assumed to be short. Later on if the task running time exceeds the partitioning threshold between short and long tasks determined by the K-means algorithm, the task will be relabeled and assigned to the right task class. This clustering procedure reduces the error introduced by the labeling process.

Based on the above observation, we adopt a two-step approach for workload clustering. In the first step, tasks are classified based on static characteristics (e.g., CPU and memory sizes) using the K-means algorithm. In the second step, each task class is further divided into short tasks and long tasks using K-means algorithm. This two-step approach is reasonable because task running-time does not simply correlate with resources allocated on the hosting machine [7]. At run-time, each task is initially assumed to be short. Later on if the task running time exceeds the partitioning threshold between short and long tasks determined by the K-means algorithm, the task will be relabeled and assigned to the right task class. This clustering procedure reduces the error introduced by the labeling process.

5.2 Resource Prediction

Once the incoming tasks are classified, the prediction module is responsible for forecasting the arrival rate of each task class. Currently, we have implemented a time series-based predictor using the ARIMA [9] model, which has been shown to be effective for predicting workload arrival rate [29]. However, Harmony can adopt other demand prediction models as well.

Once the predicted task arrival rates have been obtained, the next step is to determine the combination of machines that need to be provisioned in next control period. In Harmony, the container manager is responsible for computing the number of containers required to support the workload of each task class. Specifically, let \( c_i \) denote the number of containers for tasks type \( i \) such that the average scheduling delay is equal to \( d_i \). We can model the queue of tasks of type \( i \) and its corresponding \( N_i \) containers at time \( t \) by \( M/G/N_i \) queue since a single container can process one task at a time. Based on queuing theory, the average waiting time \( d_i \) for type \( i \) tasks is given by [16]:

\[
d_i \approx \frac{\pi N_i^i}{1 - \rho_i} \cdot \frac{1 + CV_i^2}{2} \cdot \frac{1}{N_i^i \mu_i}
\]

where \( \mu_i \) is the execution rate of task type \( i \), \( \rho_i = \frac{\lambda_i}{\mu_i} \) is the traffic intensity of tasks type \( i \), \( CV_i^2 \) is the squared coefficient of variation of the average duration, and \( \pi N_i^i \) is the probability that a task has to wait in the queue:

\[
\pi N_i^i = \frac{(N_i^i \rho_i) N_i^i}{N_i^i!(1 - \rho_i)} \left[ \sum_{k=0}^{N_i^i-1} \frac{(N_i^i \rho_i)^k}{k!} + \frac{(N_i^i \rho_i)^{N_i^i}}{N_i^i!(1 - \rho_i)} \right]^{-1}
\]

Given an average scheduling delay and using Eq. (1), it is easy to estimate \( N_i^i \) to ensure \( d_i \leq \bar{d}_i \) and \( \rho_i < 1 \).

In our experiments, we found this queuing model generally works well for estimating task resource requirements except for long-running tasks, for which queuing theory makes inaccurate resource predictions. We found a simple solution to address this limitation is to estimate the number of long running tasks using the ARIMA model. As each task runs for a very long time, the number of required containers is practically the number of long running tasks. As a result, we use the ARIMA model to predict the number of long running tasks, which translates into the number of required containers.

### Table 1: Table of Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_i )</td>
<td>Average scheduling delay for task class ( i )</td>
</tr>
<tr>
<td>( R )</td>
<td>Resource types</td>
</tr>
<tr>
<td>( s_t )</td>
<td>Size of task ( i ) for resource type ( r )</td>
</tr>
<tr>
<td>( C_{mr} )</td>
<td>Capacity of a type ( m ) resource type ( r )</td>
</tr>
<tr>
<td>( E_{t,mc} )</td>
<td>Energy consumption of a type ( m ) machine when idle</td>
</tr>
<tr>
<td>( \alpha_{t}^{mr} )</td>
<td>Energy efficiency ratio of a type ( m ) machine for type ( r )</td>
</tr>
<tr>
<td>( u_i^r )</td>
<td>Util. of machine ( i ) for resource type ( r ) at time ( t )</td>
</tr>
<tr>
<td>( y_i )</td>
<td>Boolean var. indicating machine ( i ) is active at time ( t )</td>
</tr>
<tr>
<td>( v_i^t )</td>
<td>Change in machine ( i )'s state at time ( t )</td>
</tr>
<tr>
<td>( a_{1i}^r )</td>
<td>Num. of type ( k ) containers in machine ( i ) at time ( t )</td>
</tr>
<tr>
<td>( \gamma_i )</td>
<td>Change in ( a_{1i}^r ) at time ( t )</td>
</tr>
<tr>
<td>( z_{2i}^t )</td>
<td>Number of type ( m ) machines active at time ( t )</td>
</tr>
<tr>
<td>( b_i^m )</td>
<td>Change in the num. of type ( m ) machines at time ( t )</td>
</tr>
<tr>
<td>( x_{nk}^t )</td>
<td>Num. of type ( n ) containers in machine ( m ) at time ( t )</td>
</tr>
<tr>
<td>( a_{nk}^t )</td>
<td>Change in ( x_{nk}^t ) at ( t )</td>
</tr>
</tbody>
</table>

where \( \lambda_i \) is the execution rate of task type \( i \), \( \lambda_i = \frac{\mu_i}{\rho_i} \) is the traffic intensity of tasks type \( i \), \( CV_i^2 \) is the squared coefficient of variation of the average duration, and \( \pi N_i^i \) is the probability that a task has to wait in the queue:

\[
\pi N_i^i = \frac{(N_i^i \rho_i) N_i^i}{N_i^i!(1 - \rho_i)} \left[ \sum_{k=0}^{N_i^i-1} \frac{(N_i^i \rho_i)^k}{k!} + \frac{(N_i^i \rho_i)^{N_i^i}}{N_i^i!(1 - \rho_i)} \right]^{-1}
\]

Given an average scheduling delay and using Eq. (1), it is easy to estimate \( N_i^i \) to ensure \( d_i \leq \bar{d}_i \) and \( \rho_i < 1 \).

In our experiments, we found this queuing model generally works well for estimating task resource requirements except for long-running tasks, for which queuing theory makes inaccurate resource predictions. We found a simple solution to address this limitation is to estimate the number of long running tasks using the ARIMA model. As each task runs for a very long time, the number of required containers is practically the number of long running tasks. As a result, we use the ARIMA model to predict the number of long running tasks, which translates into the number of required containers.

### The Capacity Provisioning Problem

We now provide a formal model for DCP in heterogeneous environments. In our model, time is divided into intervals of equal duration, and control decision is made at the beginning of each time interval. The cluster consists of \( M \) types of machines. Let \( N_i^m \) denote the set of type \( m \) machines available (either active or not) at time \( t \) by \( M/G/N_i^m \) capacity of a single machine of type \( m \in M \) for resource type \( r \in R \). Similarly, there are \( K \) types of containers to be scheduled at time \( t \), the number of containers of type \( k \) is \( N_k^m \). Let \( c_{mr} \in \mathbb{R}_+ \) denote the size of a type \( k \) container for resource type \( r \in R \).

Let \( y_t^i \in \{0,1\} \) denote whether machine \( i \) is active at time \( t \). Define \( v_i^t \in \{-1,0,1\} \) as an integer variable that indicates whether the machine is turned on \( (v_i^t = 1) \) or off \( (v_i^t = -1) \), or unchanged \( (v_i^t = 0) \). Also, let \( a_{nk}^t \in \mathbb{N}_+ \)
\( \mathbb{N} \cup \{0\} \) as an integer variable that indicates the number of type \( n \) containers on machine \( i \) at time \( t \), and \( y_{t}^{i} \) as the change in \( a_{t}^{ik} \) at time \( t \). We thus have the following state equations:

\[
y_{t+1}^{i} = y_{t}^{i} + v_{t}^{i} \quad (3)
\]

\[
a_{t+1}^{ik} = a_{t}^{ik} + \gamma_{t}^{ik} \quad (4)
\]

Here, \( y_{t}^{i} \) and \( a_{t}^{ik} \) are variables that capture the state of the system at time \( t \), whereas \( v_{t}^{i} \) and \( \gamma_{t}^{ik} \) are the actual decision variables that need to be controlled by the capacity provisioning module. The utilization of type \( r \) resource on machine \( i \) at time \( t \) can be computed as:

\[
u_{t}^{ir} = \frac{1}{C_{rin}} \sum_{r \in R} a_{t}^{ik} c_{kr}. \quad (5)
\]

As total energy usage of a physical machine can be estimated by a linear function of resource utilization [29], the energy consumption of all the active machines at time \( t \) can be computed as:

\[
E_{t} = p_{t} \sum_{m \in M} \sum_{i \in N_{t}^{m}} y_{t}^{i} \left( E_{idle,m}^{t} + \sum_{r \in R} \alpha_{mr}^{t} u_{t}^{ir} \right) \quad (6)
\]

where \( E_{idle,m}^{t} \) is the energy consumption of a type \( m \) machine when it is idle, and \( \alpha_{mr}^{t} \) is the slope of the energy consumption function. We can define \( E_{idle}^{t} = p_{t} \sum_{m \in M} \sum_{i \in N_{t}^{m}} y_{t}^{i} E_{idle,m}^{t} \) and rewrite \( E_{t} = E_{idle}^{t} + \sum_{r \in R} \alpha_{mr}^{t} u_{t}^{ir} \).

To model task scheduling delay, since it is not possible for all containers to be scheduled when demand exceeds data center capacity, we assume there is a utility function \( f^{k}(\cdot) \) that models the monetary gain for scheduling containers. \( f^{k}(\cdot) \) is assumed to be a concave function that can be derived from SLO objectives. For example, \( f^{k}(a^{k}) \) can be a linear decreasing function of the average scheduling delay computed by equation (1). The total performance utility can now be computed as:

\[
U_{perf}^{t} = \sum_{k \in K} f^{k} \left( \sum_{m \in M} \sum_{i \in N_{t}^{m}} a_{t}^{ik} \right) \quad (7)
\]

The machine switching cost can be described by:

\[
C_{t}^{on}(v_{t}^{i}) = \sum_{m \in M} \sum_{i \in N_{t}^{m}} q_{m}^{on,m}(v_{t}^{i})^{+} + q_{m}^{off,m}(v_{t}^{i})^{-} \quad (8)
\]

where \( q_{m}^{on,m} \in \mathbb{R}^{+} \) and \( q_{m}^{off,m} \in \mathbb{R}^{+} \) denotes the cost for turning on and off of a single type \( m \) machine, respectively. Finally, equation (9) ensures that containers scheduled on the same machine do not exceed the resource capacity of the machine.

\[
\sum_{k \in K} a_{t}^{ik} c_{kr} \leq y_{t}^{i} C_{mr}^{t} \quad \forall m \in M, i \in N_{t}^{m}, t \in T \quad (9)
\]

Thus, the overall objective of DCP is to control the number of active machines and to adjust container placement in a way that maximizes the total performance gain in terms of scheduling delay, while minimizing the energy consumption and machine switching cost over a time horizon \( T = \{0, 1, ..., T\} \):

\[
\max_{a_{t}^{ik}, v_{t}^{i}, y_{t}^{i}, \gamma_{t}^{ik}} R_{T} = \sum_{t=0}^{T} U_{perf}^{t} - E_{t} - C_{t}^{sw} \quad (DCP)
\]

subject to constraints (3), (4), and (9).

DCP is \( NP \)-hard to solve as it generalizes the vector bin-packing problem [11]. Furthermore, linear programming based solutions cannot be applied to DCP due to the large number of variables involved. For example, given 10 task classes and over 10K machines, DCP contains at least 100K variables, making it difficult to solve in online settings. Finally, traditional bin-packing heuristics (e.g., First-Fit) do not apply directly to DCP as they do not consider machine switching costs.

7 Solution Techniques

Realizing that directly solving DCP is not possible, in this section we present two fast heuristics for solving DCP. Both techniques rely on solving the integer-relaxation of DCP (i.e., relaxing the constraints that variables must take integer values) called \( DCP - RELAX \), which is much easier to solve than DCP. Once the solution for \( DCP - RELAX \) is obtained, one of our solution techniques called Container-Based Provisioning (CBP) directly rounds the numbers of machines to the nearest integer values and use these values for capacity provisioning. On the other hand, the Container-Based Scheduling (CBS) technique attempts to find a feasible placement of containers in physical machines, and use containers for run-task scheduling. In both cases, the capacity provisioning module first adjusts the number of active machines, and informs the scheduler about how tasks should be assigned to each type of machines.

In this section, we shall first present the formulation of \( DCP - RELAX \), followed by a description of CBP and CBS in details. The benefits and limitations of each approach will also be discussed in Section 8.

7.1 The Relaxation of DCP

In \( DCP - RELAX \) we relax the integer constraints so that the number of machines (i.e., \( y_{it} \)) and container assignment (i.e., \( z_{it}^{mk} \)) can take real values. This relaxation yields a simpler formulation, as we only need to solve the total number of containers for each type of machines, rather than solving the number of containers per machine. Specifically, we denote by \( z_{t}^{m} \in \mathbb{R}^{+} \) the number of type \( m \) machines that are active at time \( t \), and \( \delta_{t}^{m} \in \mathbb{R} \) the change in the number of active machines at time \( t \). Similarly, define \( x_{t}^{mk} \in \mathbb{R}^{+} \) as the number of type \( k \) containers assigned to machines of type \( m \) that is capable of hosting containers of type \( k \), and \( \sigma_{t}^{mk} \in \mathbb{R}^{+} \) the change in \( x_{t}^{mk} \) at time \( t \). We thus have the following state equations:

\[
x_{t+1}^{mk} = x_{t}^{mk} + \delta_{t}^{mk} \quad (10)
\]

\[
y_{t+1}^{i} = y_{t}^{i} + v_{t}^{i} \quad (3)
\]

\[
a_{t+1}^{ik} = a_{t}^{ik} + \gamma_{t}^{ik} \quad (4)
\]

\[
u_{t}^{ir} = \frac{1}{C_{rin}} \sum_{r \in R} a_{t}^{ik} c_{kr}. \quad (5)
\]

\[
E_{t} = p_{t} \sum_{m \in M} \sum_{i \in N_{t}^{m}} y_{t}^{i} \left( E_{idle,m}^{t} + \sum_{r \in R} \alpha_{mr}^{t} u_{t}^{ir} \right) \quad (6)
\]

\[
C_{t}^{on}(v_{t}^{i}) = \sum_{m \in M} \sum_{i \in N_{t}^{m}} q_{m}^{on,m}(v_{t}^{i})^{+} + q_{m}^{off,m}(v_{t}^{i})^{-} \quad (8)
\]

\[
\sum_{k \in K} a_{t}^{ik} c_{kr} \leq y_{t}^{i} C_{mr}^{t} \quad \forall m \in M, i \in N_{t}^{m}, t \in T \quad (9)
\]

\[
\max_{a_{t}^{ik}, v_{t}^{i}, y_{t}^{i}, \gamma_{t}^{ik}} R_{T} = \sum_{t=0}^{T} U_{perf}^{t} - E_{t} - C_{t}^{sw} \quad (DCP)
\]

\[
\sum_{k \in K} a_{t}^{ik} c_{kr} \leq y_{t}^{i} C_{mr}^{t} \quad \forall m \in M, i \in N_{t}^{m}, t \in T \quad (9)
\]
As \( x_{tmk} \) can take fractional values, we need to ensure that containers of each type can only be assigned to machines that are capable of hosting them. This is achieved by introducing a predefined boolean variable \( \psi_{tmk} \) that indicates whether a container of type \( n \) can be scheduled on a machine of type \( m \). We thus have the following schedulability constraint:

\[
c_{kr}x_{tmk} \leq z_{tm}^m \psi_{tmk} \quad \forall m \in M, k \in K, r \in R, t \in T(12)
\]

**DCP – RELAX** can now be stated as:

\[
\max \delta_{kr,x_{tmk}} \sum_{t=0}^{T} \sum_{m \in M} \omega_{tmk} \left( \frac{T}{T} \right) \left( \sum_{r \in R} \sum_{k \in K} \alpha_{mr,kr} c_{mr} : x_{tmk} \right) 
\]

\[
+ \sum_{t=0}^{T} \sum_{k \in K} f_{k} \left( \sum_{m \in M} x_{tk} \right) - \sum_{m \in M} C_{t}^{sw}(\delta_{tm}) \quad \text{(DCP-RELAX)}
\]

subject to

\[
\sum_{t=0}^{T} x_{tk} \leq N_{tm}^{m} \quad \forall m \in M, t \in T \quad (13)
\]

\[
x_{tmk}, z_{tm}^{m} \in \mathbb{R}^{+} \quad \forall k \in K, m \in M, t \in T
\]

along with constraints (10), (11) and (12). This problem is a convex optimization problem that can be solved using standard methods [10].

### 7.2 Container-Based Provisioning (CBP) for DCP

Container-Based Provisioning (CBP) is a simple heuristic for solving DCP. After **DCP – RELAX** is solved, CBP simply rounds up the fractional values of \( x_{tmk} \) to obtain an integer solution for DCP, which gives the number of machines to be provisioned (i.e., \( z_{tm}^{m} \)) and the number of type \( n \) tasks that should be scheduled on type \( m \) machines (i.e., \( \lfloor x_{tmk} \rfloor \)). However, at run time, the scheduler needs to ensure that the number of type \( n \) tasks assigned to type \( m \) machines must respect the provisioned capacity \( \lfloor x_{tmk} \rfloor \). A simple strategy is to ensure the number of type \( k \) tasks assigned to \( m \) (denoted by \( \text{Assign}_{tm}^{mk} \)) is proportional to the number of containers:

\[
\text{Assign}_{tm}^{mk} = \frac{x_{tmk}}{\sum_{j \in M} x_{tk}^{jk}}
\]

This can be achieved easily by using a weighted round-robin scheduling policy. Furthermore, it can be easily integrated with existing scheduling algorithms. For example, variants of first-fit and best-fit algorithms (which are used in production clouds such as Microsoft [18], Google [25] and Open source platforms such as Eucalyptus [3]) can adopt this mechanism by changing the scheduling policy to weight round-robin first fit and weight round-robin best fit, respectively.

A key drawback of the above rounding scheme is that it often under-estimates the required capacity. The reason is that the fractional solution of **DCP – RELAX** assumes that each container can be arbitrarily divided and placed on multiple machines. However, in practice, this is not realizable because each container must be scheduled on a single machine. Realizing that **DCP – RELAX** underestimates the required machines’ capacities, we define an over-provisioning factor \( \omega_{k} \in \mathbb{R}^{+} \) for each container type \( k \), which captures the extra resource required to fully pack the type \( n \) containers. To account for \( \omega_{k}^{n} \), it suffices to replace equation 12 by the following equation:

\[
\sum_{k \in K} \omega_{k}^{n} c_{mr,kr} x_{tk} \leq z_{tm}^{m} \quad \forall m \in M, r \in R, t \in T(14)
\]

The value of \( \omega_{k}^{n} \) can be obtained through experiments. For example, we have found that setting \( \omega_{k} = 1.2 \) for all \( n \in N \) seems to be a reasonable value in practice.

The main benefit of CBP is its simplicity and practicality for deployment in existing systems. However, the main drawback of CBP is that it still relies on bin-packing algorithms for scheduling. At run-time, tasks of different classes can still compete for resources in each type of machine. As a result, CBP does not provide high performance guarantees in terms of task scheduling delay.

### 7.3 Container-Based Scheduling (CBS) for DCP

In this section, we present an alternative solution to CBP called **Container-Based Scheduling** (CBS). Unlike CBP that uses bin-packing algorithms for scheduling, CBS allocates containers in each physical machine and uses them for run-time task scheduling. Specifically, a type \( k \) container represents a resource reservation for tasks of type \( k \). The number of type \( k \) containers on a machine \( i \) indicates the number of type \( k \) tasks that can be scheduled on machine \( i \). At run-time, CBS adopts the following simple scheduling policy: each task is scheduled in the first available container such that scheduling the task on the machine does not cause machine capacity violation. If none of the machines can schedule the task without violating machine capacity constraint, the task will be kept in the scheduling queue.

The main benefit of CBS is that it provides low scheduling delay due to resource reservations on each machine. However, it also introduces several challenges which we shall discuss in the following subsections.

#### 7.3.1 Modeling Container Size

One of the main challenges for container-based scheduling is to select appropriate container size. Unlike in CBP where we can simply use the centroid to determine the container size, in CBS we need to set the container size large enough to ensure that with high probability, each task can be scheduled without exceeding the capacity of the physical machine. Specifically, setting the container size equal to the maximum possible container size can cause resource wastage due to over-estimation of true task resource demand. In contrast, setting the container size equal to the average task size will lead to under-estimation of task resource usage, resulting in tasks unschedulable in machines with available containers.

To address this issue, we rely on the statistical multiplexing of task resource demand to ensure the probability of machine capacity violation is low. Specifically, the result of the \( K \)-means clustering algorithm divides...
the feature space into $K$ partitions, where every point in the space belongs to exactly one partition (i.e. the partition whose centroid has shortest distance to the point). We assume the tasks in each partition $1 \leq k \leq K$ are independently distributed according to a common distribution $D^k$ (which can be an arbitrary distribution) with mean $\mu^k = (\mu^k_1, ..., \mu^k_K)$ and standard deviation $\sigma^k = (\sigma^k_1, ..., \sigma^k_K)$. Our goal is to select the container size $c^k = (c^k_1, ..., c^k_K)$ for each task class $1 \leq k \leq K$ to ensure that given a task $j$ of type $k$ to be scheduled, the probability a task cannot be scheduled on any of the machines that have available type $k$ containers is less than a small value $\epsilon$. Mathematically, given $M^k$ machines with available type $k$ containers, let $N^k$ denote the tasks scheduled on each machine $n \in M^k$. Given a task $i$ to be scheduled, we want to ensure that

$$\prod_{m \in M^k} \Pr(\exists j \in N^k : \sum_{j \in N} s^{jr} + s^{ir} > C^{mjr} | \sum_{j \in N} c^{jr} + c^{ir} \leq C^{mjr} ) \leq \epsilon$$

(15)

**Theorem 1.** Assume each task $s^{kr}$ in each class $k$ is independently and identically distributed with mean $\mu^{kr}$ and standard deviation $\sigma^{kr}$ for each resource type $r$. Also, let $M^k$ denote the minimum number of machines on which a type $k$ task can be scheduled. We can set container size of task type $k$ to

$$c^{kr} = \mu^{kr} + \sqrt{\frac{|R| - \epsilon}{\epsilon \beta^{kr}}} \sigma^{kr}$$

for each $r \in R$ to ensure equation (15) holds.

**Proof:** Define $\tilde{N} = N \cup \{s^{ir}\}$. Since

$$\Pr(\exists r : \sum_{j \in N} s^{jr} + s^{ir} > C^{mjr} | \sum_{j \in N} c^{jr} + c^{ir} \leq C^{mjr} ) = \Pr(\exists r : \sum_{j \in N} s^{jr} > C^{mjr} | \sum_{j \in N} c^{jr} \leq C^{mjr} ) \leq \Pr(\exists r : \sum_{j \in N} s^{jr} > \sum_{j \in N} c^{jr})$$

given $M^k$ machines that have containers available, if we can ensure that the probability of violating machine capacity constraint is less than $\epsilon^{\frac{1}{|R|}}$ (i.e., $\Pr(\exists r : \sum_{j \in N} s^{jr} > \sum_{j \in N} c^{jr}) \leq \epsilon^{\frac{1}{|R|}}$, then the inequality will hold. Furthermore, since $\Pr(\exists r : \sum_{j \in N} s^{jr} > \sum_{j \in N} c^{jr}) \leq \sum_{r \in R} \Pr(\sum_{j \in N} s^{jr} > \sum_{j \in N} c^{jr})$, the bound will hold if we can ensure $\Pr(\sum_{j \in N} s^{jr} > \sum_{j \in N} c^{jr}) \leq \frac{1}{|R|} \epsilon^{\frac{1}{|R|}}$ for all $r \in R$. Define $\epsilon' = \frac{1}{|R|} \epsilon^{\frac{1}{|R|}}$. To achieve this objective, we use concentration inequalities [14]. Define $c^{ir} = \mu^{ir} + \beta^{ir}$, where $\beta^{ir}$ is a variable to be determined for each $i \in N$. Our objective is to ensure

$$\Pr(\sum_{i \in N} (s^{ir} - \mu^{ir}) \geq \sum_{i \in N} \beta^{ir} ) \leq \epsilon'$$

The one-sided Chebyshev’s inequality [14] states that

$$\Pr(\sum_{i \in N} (s^{ir} - \mu^{ir}) \geq \sum_{i \in N} \beta^{ir} ) \leq \frac{\sum_{i \in N} (s^{ir})^2}{\sum_{i \in N} (s^{ir})^2 + (\sum_{i \in N} \beta^{ir})^2}$$

Thus it suffices to ensure the following inequality holds:

$$\frac{\sum_{i \in N} (s^{ir})^2}{\sum_{i \in N} (s^{ir})^2 + (\sum_{i \in N} \beta^{ir})^2} \leq \epsilon'$$

Rearranging the equation and using the fact that $\sum_{i \in N} (s^{ir})^2 \leq (\sum_{i \in N} \sigma^{ir})^2$, we obtain

$$\sum_{i \in N} \beta^{ir} \geq \frac{1 - \epsilon'}{\epsilon'} \sum_{i \in N} \sigma^{ir}$$

Thus equation (15) holds by setting $\beta^{ir} = \sqrt{\frac{1 - \epsilon'}{\epsilon'} \sigma^{ir}}$ for each task $i \in N$. The result follows.

Theorem 1 provides a bound on selecting container size for CBS. For instance, if we want to achieve $\epsilon = 0.01$ for $M^k = 100$, $|R| = 2$, then Theorem 1 states that we can set container size of task type $k$ to $\mu^{kr} + 1.1 \sigma^{kr}$, which is typically much smaller than the maximum possible size for task type $k$. In practice, we can use the sample mean and standard deviation to approximate the values of $\mu^{kr}$ and $\sigma^{kr}$ for each $1 \leq k \leq K$. This is reasonable because there is usually a large number of samples per task class. Assume each sample is drawn independently, the sample mean and sample standard deviation will be close to the true mean and the true standard deviation. Finally, if a task still cannot be scheduled immediately, Harmony will keep the task in the front of the scheduling queue until it finds a machine with sufficient resources to schedule the task. This simple policy can achieve low scheduling delay as we shall demonstrate in Section 9.2.

### 7.3.2 Solution Algorithm

In order to leverage containers for task scheduling, we present an alternative way to round the fractional solution of DCP – RELAX. The idea is to leverage the following property of the first-fit (FF) algorithm:

**Lemma 1.** Given a fractional solution of DCP – RELAX with $z_i^{m*}$ type $m$ machines and $z_i^{m**}$ type $n$ containers, the first-fit (FF) algorithm can place at least $\lceil \frac{z_i^{m*}}{2|R|} \rceil$ of each type of container $n$ in $z_i^{m**} + 1$ machines.

**Proof:** We rely on the property that the FF algorithm produces a solution in which at most one machine $i$ is less than “half-full” (i.e., utilization $u_i^{jr} \leq \frac{1}{2} \forall r \in R$). To see this, suppose this statement is false, i.e., there are two non-empty $i, j \in N_i^m$ that are less than “half-full” and $i$ is filled before $j$. In this case, when FF tries to pack a container that belongs to $j$ in the solution, it would pack it in $i$ instead. As a result, machine $j$ should hold no containers, which contradicts our assumption. Therefore, given a machine $i$ with utilization $u_i^{jr}$ for resource type $r \in R$, define the effective utilization of $i$ as $\frac{1}{|R|} \sum_{r \in R} u_i^{jr}$. Based on this “half-full” property, FF ensures every machine has effective utilization at least $\frac{1}{2|R|}$ except the last non-empty machine.

Given $z_i^{m**}$ type $n$ containers for each $n \in N$ that can be scheduled on $z_i^{m*}$ type $m$ machines, the sum of the total effective utilization must be less than $z_i^{m*}$ as it
is the maximum possible utilization for \( z^{m*}_i \) machines. Now, suppose we scale down the number of type \( n \) containers to \( \left\lceil \frac{z^{mk}_i}{2R} \right\rceil \) for each \( n \in N \), the total utilization of machines is thus at most \( \frac{z^{mk}_i}{2R} \). Suppose there are still containers waiting to be scheduled after using \( z^{mk}_i + 1 \) machines. As \( FF \) ensures every machine has effective utilization at least \( \frac{1}{2R} \) except the last one, the total utilization of the \( z^{mk}_i + 1 \) machines is at least \( \frac{z^{mk}_i}{2R} \), which contradicts that the total utilization is at most \( \frac{z^{mk}_i}{2R} \).

Lemma 1 essentially states that, given a fractional solution of \( DCP - RELAX \) that uses \( z^{m*}_i \) type \( m \) machines and \( x^{mk}_i \) type \( n \) containers, \( FF \) can ensure that at least \( \left\lceil \frac{z^{mk}_i}{2R} \right\rceil \) containers can be placed in \( z^{m*}_i \) + 1 machines. Using this result, we devise our CBS algorithm (Algorithm 1) as follows: When the control interval \( t \) starts, the controller uses the predicted values \( N^k_{t+i} \forall k \in K, 1 \leq i \leq W^2 \) to solve \( DCP - RELAX \), which gives \( z^{m*}_i \), the number of active type \( m \) machines to be made available at time \( t \). Then the controller computes an integer solution by first reducing the number of type \( n \) containers to at most \( \left\lceil \frac{z^{mk}_i}{2R} \right\rceil \) and then adding containers using \( FF \) to ensure the number of type \( k \) containers is at least \( \left\lceil \frac{z^{mk}_i}{2R} \right\rceil \) for all \( 1 \leq k \leq K \). Container reassignment (i.e., migration) is then performed to ensure there are at most \( z^{m*}_i \) active machines. In our formulation, container reassignment cost is modeled as part of the machine switching cost, as it is only used to allow machines to be turned off. The average switching cost can be obtained through experiments. Once the container reassignment is completed and there is still room for more containers, the controller is free to schedule additional containers as long as the total number of type \( k \) containers is at most \( x^{mk}_i \). Finally, the controller will realize the new configuration by actually turning off unused machines and making container allocations.

\textbf{Theorem 2.} The integer solution produced by Algorithm 1 ensures \( U_{t}^{pref} - E_{t} - C_{sw}^c \geq \frac{1}{2R} - \epsilon \) \( U_{t}^{pref} - (1 + \epsilon)(E_{t} - C_{sw}) \) when \( z^m_{t} \) is sufficiently large for all \( m \in M, t \in T \).

\textbf{Proof:} Since the number of machines used is determined by \( DCP - RELAX \), it is clear that the \( C_{sw}^c = C_{sw} \) and \( E_{t} = E_{t}^{dids} \). As the number of type \( n \) containers scheduled on type \( m \) machines is upper-bounded by \( x^{mk}_i \), we have \( E_{t}^{util} \leq E_{t}^{util} \). Finally, by Lemma 1, it is easy to show that \( \left\lceil \frac{z^{mk}_i}{2R} \right\rceil \) containers of each type \( n \in N \) can be packed in \( z^{mk}_i \) machines. As \( f(\cdot) \) is a convex function, it must hold that \( U_{t}^{pref} \geq \max_{m} \{ \frac{z^{mk}_i - \epsilon}{2R} - \epsilon \} \cdot \frac{1}{R} U_{t}^{pref} - (1 + \epsilon)(E_{t} - C_{sw}) \), where \( \epsilon = \max_{m} \{ \frac{z^{mk}_i}{2R} - \frac{z^{mk}_i - \epsilon}{2R} \} \) is the rounding error. The theorem is proven by defining \( \epsilon = \max_{m} \{ \frac{1}{z^{mk}_i} + \epsilon^* \} + \epsilon' \) and summing the above equations.

\textbf{Algorithm 1 Controller Algorithm for CBS}

1. Provide initial state \( z^0_{t}, x^0_{t}, t \leftarrow 0 \)
2. \textbf{loop}
3. At beginning of control period \( t \):
4. Predict \( N^H_{t+i} \), \( p_{t+i} \) for horizons \( t = 1, \ldots, W \) using a demand prediction model
5. Solve \( DCP - RELAX \) to obtain \( x^m_{t+i} \) for \( m \in M \) and then adding containers using \( FF \), turn off other machines
6. Sort new containers based on their utilities
7. for \( m \in M \) do
8. Select \( z^m_{t+i} \) machines of type \( m \) as active machines
9. end for
10. Compute a re-packing configuration for all selected active machines
11. Turn on selected machines, perform re-parking using \( FF \), turn off other machines
12. \( t \leftarrow t + 1 \)
13. end loop

Theorem 2 provides a bound on the worst case performance of CBS. In the experiments, we have observed Algorithm 1 typically performs much better than the worst case bound. Furthermore, realizing the bin-packing solutions often cannot fully utilize the machine capacities, similar to CBP, we can use a provisioning factor \( \omega_k \in \mathbb{R}_+ \) to account for the bin-packing inefficiencies. To account for \( \omega_k \), it suffices to replace constraint (12) by constraint (14), and run Algorithm 1 to find a suitable container placement. However, using \( \omega_k \) does not lead to a better performance guarantee. To see this, consider an example where \( N^m_t \) of type \( m \) machines that are selected by \( DCP - RELAX \) are active. All other machines are inactive and have \( E_{t}^{idle} \approx \infty \). In this case, no matter how we adjust the value of \( \omega_k \), the number of containers scheduled by the algorithm will not improve.

8 D\textbf{ISCUSSION}

In this section we discuss considerations related to the deployment of Harmony in practice.

8.1 Task Classification and Prediction

It should be mentioned that many public cloud providers today (e.g., Amazon EC2 [1]) already offer VMs in distinct types. In such a case, our DCP algorithms can be applied directly to these public clouds. However, we argue that predefined VM sizes may not match the actual need of each customer in all cases. This is reflected by the fact that workload heterogeneity is prevalent in private clouds such as Google’s compute clusters, where customers are given the flexibility to choose desired VM size. In these cases, our approach is more flexible and can provide highly efficient solution for DCP for arbitrary workload compositions.

Another important issue concerns the accuracy of the demand prediction. Even though previous work [29] suggests that ARIMA can forecast future demand with high accuracy when the trend of resource demand is stable, it is still insufficient when an unexpected demand
spike occurs. In this case, we can minimize the risk of under-provisioning using the over-provisioning factor $\omega^k$. The exact value of over-provisioning factor can be set based on experience. In Section 9.2 we shall evaluate the impact of the over-provisioning factor on the performance of CBS and CBP using the Google Traces.

8.2 Comparing CBS and CBP

Although CBS provides a theoretically-sound solution for DCP, it requires the scheduler to adopt a container-based scheduling algorithm, which is not always available in practice. As many production cloud systems (e.g., Google’s compute cluster) have also developed sophisticated scheduling algorithms, implementing CBS requires major change to the design of the scheduler. On the other hand, CBP does not suffer from this limitation. However, due to lack of control of the scheduler, we have found CBP often produce worse task scheduling delay compared to CBS in our experiments. Nevertheless, in the next section we will present our evaluation of both methods and quantitatively analyze the benefits and limitations of both designs.

9 Simulation Studies

We have implemented both CBS and CBP in Matlab and studied their performance. In our implementation, the simulator receives job requests from the Google workload traces. Each job request includes information about tasks resource demand, priority, and arrival time. It then performs labeling and job scheduling according to the
algorithms described in Section 7. The DCP procedure is performed once every 5 minutes, as suggested by the Google workload traces. We have chosen the time horizon to be $T = 1$, as one step prediction already provides decent performance in our experiments.

In our experiments, we simulate a heterogeneous cluster composed of a mixture of servers from multiple manufacturers and models. Table 10 provides the characteristics of the simulated servers. We normalized the CPU core count and memory capacity to the largest machine size. Hence, HP DL585 G7 has a capacity 1 CPU unit and 1 memory unit, which corresponds to 48 cores and 64 GB, respectively. The energy consumption of the different machines is modeled according to equation 6. The parameters $E_{idle,m}$ and $a_{mr}$ for each type of servers were estimated using energy measurements available in [2]. Furthermore, we use the average electricity price in the state of California, which is 12.25 cents per Kilowatthour [6]. The reconfiguration cost per machine power cycle is set to 0.5 cents [12]. Energy costs reported hereafter include cooling costs, which are considered to be proportional to the cost of energy consumed by the servers (the proportionality factor is set to 0.8) [21].

Figure 9 shows the energy consumption as function of CPU usage. Indeed, this figure demonstrates the importance of considering the machine heterogeneity when scheduling tasks in order to reduce energy consumption. For instance, a container requiring 0.2 CPU units should be placed in a HP DL385 G7 since the PowerEdge R210 does not have enough CPU capacity, whereas the other types of servers are able to host it but will consume much more energy. Selecting the “right” machines to switch on becomes particularly challenging when millions of heterogeneous tasks have to be scheduled in the cluster.

### 9.1 Results of Task Classification

We performed task classification as described in Section 5.1. For each priority group, we varied the value of $k$ and evaluated the quality of the resulting clusters produced by the $K$-means algorithm. The best value of $k$ for each priority group is selected as the one for which no significant benefit can be achieved by increasing the value of $k$. The results after the first step of our characterization for each priority group are shown in Figure 11, 15, and 19, respectively. These diagrams show the clustering algorithm captures the differences in task sizes and identifies cpu-intensive tasks and memory-intensive tasks. Furthermore, the standard deviation is much less than the mean value for both CPU and memory, which confirms the accuracy of the characterization. The number of tasks in each task class is shown in Figure 13, 17 and 21, respectively. It is clear that the number of tasks within each cluster can vary significantly. Most of the classes have between $10^4$ and $10^6$ tasks except cluster 4 for Gratis priority group, which has only 100 tasks. Lastly, we run the $k$-means algorithm with $k = 2$ to categorize tasks of each task class as either short or long. The results are shown in Figure 12, 16 and 20, respectively. These diagrams confirm that long tasks typically run several orders of magnitude longer than short tasks. Finally, we computed the container size as described in Section 7.3.1, with $e = 0.001$, $|R| = 2$ and $M^k = 100$. The results are shown in Figure 14, 18 and 22, respectively. Clearly, the size of containers is typically smaller than the maximum task size within the cluster.

### 9.2 Controller Performance

We have evaluated the performance of CBS and CBP algorithms using Google workload traces. In our experiments, the sum of arrival rate of tasks belonging to each priority group is shown in Figure 23. Figure 24 shows the sum of the total containers belonging to each priority group computed by Harmony.

For comparison purpose, we also implemented a baseline (heterogeneity-oblivious) algorithm that tries to find a balance between energy savings and scheduling by maintaining an 80% utilization of the bottleneck resource. Essentially, given the total resource demand, the algorithm provisions machines in a "greedy" fashion by turning them on in decreasing order of energy efficiency (e.g., always turning on HP-DL585-G7 machines first). We picked the value of 80% because we found that a utilization higher than 80% can cause a significant increase in task scheduling delay. As the Google workload contains many long running tasks that were scheduled before the start of the traces, in our simulation, we mainly focus on simulating the arrival of new tasks.

In our first experiment, we use an over-provisioning factor of 1.2 to demonstrate the behavior of our algorithms. The number of active servers provisioned by the baseline algorithm, CBS and CBP are shown in Figure 25, Figure 26 respectively. Note that both CBS and CBP provision the same number of machines as indicated by the MPC algorithm. It can be seen that the number of machines provisioned by CBS and CBP is much less than the number of machines selected by the baseline algorithm. Furthermore, it can be seen that they are able to make intelligent decisions regarding what type of machines to turn on and off.

The CDF of task scheduling delays are shown in Figure 27, 28 and 29, respectively. It can be seen that CBS and CBP can substantially reduce the scheduling delay compared to the baseline algorithm. The CPU and memory utilizations of the baseline, CBS and CBP are compared in Figure 31 and Figure 32, respectively. It can be seen from the diagrams that the baseline achieves low utilization for both CPU and memory. This is because the baseline only ensures the total provisioned capacity is $\frac{1}{2}$ times the required capacity, and does not consider the types of machines provisioned. As soon as the most energy efficient (i.e., HP DL585 G7) machines are all turned on, it began to make wrong decisions regarding the type of machines to be turned on. As a result, many tasks can not be scheduled in the newly provisioned machines, resulting in low utilization and high scheduling delay.
delay. In contrast, both CBS and CBP can significantly outperform the baseline algorithm in terms of both resource utilization and scheduling delay. Furthermore, CBS generally outperform CBP in our experiments. This is because CBS uses dedicated containers for scheduling, thus ensuring that large tasks can be scheduled quickly. In contrast, CBP does not provide guaranteed resources for large tasks, making them more difficult to schedule.

To better understand the difference between CBS and CBP, we varied the values of the over-provisioning factor $\omega_k$ between 0.6-2.2 to produce different trade-offs between operational costs (energy and reconfiguration cost) and the average scheduling delay. The results are shown in Figure 33 and Figure 34, respectively. We found when the cluster is under-provisioned ($\omega_k \leq 1.1$), scheduling delays are high for both schemes. In this case, CBS performs poorly because it can only schedule tasks in dedicated containers. If all dedicated containers reserved for a task class run out, a task that belongs to the class has to wait even if there are idle resources in the cluster. In contrast, CBP does not have this limitation, because a task can be scheduled whenever there is sufficient resources available in the cluster. However, this is no longer true when $\omega_k \geq 1.1$. In this case, CBS outperforms CBP because dedicated containers can guarantee every type of tasks can be scheduled without much delay, whereas the bin-packing algorithm used by CBP can have difficulties scheduling large tasks, especially production tasks. These observations suggest that CBS can slightly outperform CBP in terms of solution quality. However, as CBS adopts a strict (i.e., slot-based) scheduling policy, it is less practical for real-world deployment. Thus, the cloud provider must carefully analyze these trade-offs in order to decide which scheme should be used in a given scenario.

10 Conclusion
Dynamic capacity provisioning has become a promising solution for reducing energy consumption in data centers in recent years. However, existing work on this topic has not addressed a key challenge, which is the heterogeneity of workloads and physical machines. In this paper, we first provide a characterization of both workload and machine heterogeneity found in one of
Google’s production compute clusters. Then we present Harmony, a heterogeneity-aware framework that dynamically adjusts the number of machines to strike a balance between energy savings and scheduling delay, while considering the reconfiguration cost. Through experiments using Google workload traces, we found Harmony yields large energy savings while significantly improving task scheduling delay.
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