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Abstract

Finding patterns and characterizing regularities in strings are in the heart of research in the field of stringology. These problems are interesting as fundamental computer science problems and often turn out to be important and useful in many applications. In case of string regularities *periods, repeats, and covers* are the most common forms and there are several efficient algorithms for computing regularities in a string.

In this thesis, we focus on a generalization of the regular string commonly known as *degenerate strings*. A degenerate string can be represented as a sequence $T = T[1]T[2] \ldots T[n]$, where $T[i] \subseteq \Sigma$ for each $i$, and $\Sigma$ is a given alphabet. It is an extended notion of the regular string which is very much applicable especially in the context of computational biology. Pattern matching problem for degenerate string has also been investigated in the literature albeit with little success. The lack of any efficient algorithms for degenerate pattern matching may be attributed at least partially to the lack of fruitful research on regularities of degenerate strings. Very recently, the issue of regularities in degenerate string has received some attention. In this thesis, we study the problem of string regularities for degenerate strings. We present two novel and efficient algorithms for computing cover array for degenerate strings. Both of our algorithms run in $O(n^2)$ time and space. Using string combinatorics and probability analysis we have further proved that expected number of both borders and covers for a degenerate string is bounded by a constant. By using this probabilistic analysis, we have also shown that the average running time and space complexity of our algorithms are $O(n)$. 
Chapter 1

Introduction

Characterizing and finding regularities in strings are important problems in many areas of science. In molecular biology, repetitive elements in chromosomes determine the likelihood of certain diseases. In probability theory, regularities are important in the analysis of stochastic processes. In computer science, repetitive elements in strings are important in e.g. data compression, computational music analysis, coding, automata and formal language theory. As a result, in the last 20 years, string regularities have drawn a lot of attention from different disciplines of science.

1.1 Motivation

String regularities like repeats, borders, covers etc. are much studied problems for (regular) strings. Many important and well known efficient string algorithms depend on these regularities. The famous KMP [26] pattern matching algorithm depends on the failure function, which yields basically the same information as the border array. Another well known pattern matching algorithm commonly known as the Boyer-Moore [13] algorithm also depends on the information provided by this kind of regularities in strings. String regularities is very interesting from pure theoretical point of view as well. For (regular)
strings there are many algorithms for finding regularities which will be discussed in the following section. But for degenerate strings, a generalized and extended notion of regular string, there is still no efficient algorithm for finding such regularities. As we will see later, the computational complexity for finding the border and cover array of a degenerate string is much more than for traditional strings. And these and related topics have drawn much interest in recent years [4, 35, 3, 5, 23].

Degenerate strings are very much applicable especially in the context of computational biology [6]. Especially, because of the errors in experimentations, resulting DNA sequence may have positions where the nitrogen base is not properly known or only partially known: this basically gives us a degenerate string as opposed to a regular string. Furthermore, regularities like covers have applications for finding tandem repeats in the DNA sequence of a species. Tandem repeat describes a pattern that helps determine an individual’s inherited traits e.g. behavior or habits inherited from one’s parents. Tandem repeats are short nucleotide sequences that occur in adjacent or overlapping positions in DNA sequences. This type of repetition is exactly what is described by the cover array. So for finding tandem repeats in a DNA sequence we can apply the cover array algorithm.

Degenerate pattern matching has also been studied in recent years [24, 28]. But still there is no pattern matching algorithm for degenerate strings that is up to the mark. This absence of efficient algorithms for degenerate pattern matching may very well be attributed to the absence of deep and insightful results related to degenerate string regularities. Definitely, this, besides pure theoretical interest, has motivated researchers in stringology to study the regularities of degenerate strings with great interest in recent times. Clearly, the idea is that the insight about degenerate string regularities and efficient algorithms thereof would lead us to efficient algorithms for degenerate pattern matching.
1.2 Problem statement

The objective of this research is to devise novel algorithms for computing different kinds of regularities for degenerate strings. We mainly focus on computing the following data structures which contain information about different regularities in a string

- Prefix array: Describes the lengths of the longest common prefixes between $x$ and each prefix of $x$.
- Border array: Represents the lengths of the longest border of each prefix of $x$.
- Cover array: Describes the lengths of the longest cover of each prefix of $x$.

In particular, in this thesis, we focus on the following problems:

**Problem 1** Computing the prefix array of a degenerate string over a fixed alphabet $\Sigma$.

*Input:* We are given a degenerate string $x$, of length $n$ on a fixed alphabet $\Sigma$.

*Output:* We need to compute the prefix array $\Pi$ of $x$.

**Problem 2** Computing the border array of a degenerate string over a fixed alphabet $\Sigma$.

*Input:* We are given a degenerate string $x$, of length $n$ on a fixed alphabet $\Sigma$.

*Output:* We need to compute the border array $\beta$ of $x$.

**Problem 3** Computing the cover array of a degenerate string over a fixed alphabet $\Sigma$.

*Input:* We are given a degenerate string $x$, of length $n$ on a fixed alphabet $\Sigma$.

*Output:* We need to compute the cover array $\gamma$ of $x$. 
1.3 Related works

The most common forms of string regularities are periods and repeats and there are several $O(n \log n)$ time algorithms for finding repetitions [9, 14], in a string $x$, where $n$ is the length of $x$. Apostolico and Breslauer [7] gave an optimal $O(\log \log n)$-time parallel algorithm for finding all the repetitions of a string of length $n$. The preprocessing of the Knuth-Morris-Pratt algorithm [27] finds all periods of every prefix of $x$ in linear time.

In many cases, it is desirable to relax the meaning of repetition. For instance, if we allow overlapping and concatenations of periods in a string we get the notion of covers. After periods and repeats, cover is the most popular form of regularities in strings. The idea of cover generalizes the idea of periods or repeats. A substring $c$ of a string $x$ is called a cover of $x$ if and only if $x$ can be constructed by concatenation and superposition of $c$. Another common string regularity is the seed of a string. A seed is an extended cover in the sense that it is a cover of a superstring of $x$.

Clearly, $x$ is always a cover of itself. If a proper substring $pc$ of $x$ is also a cover of $x$, then $pc$ is called a proper cover of $x$. For example, the string $x = abcababcabcabca$ has covers $x$ and $abcab$. Here, $abcab$ is a proper cover. A string that has a proper cover is called coverable; otherwise it is superprimitive. The notion of covers was introduced by Apostolico, Farach and Iliopoulos in [8], where a linear-time algorithm to test the superprimitivity of a string was given. Moore and Smyth in [32] gave linear time algorithms for finding all covers of a string.

In this research, we are interested in regularities of degenerate strings. A degenerate string is a sequence $T = T[1]|T[2]|\ldots|T[n]$, where $T[i] \subseteq \Sigma$ for $1 \leq i \leq n$, and $\Sigma$ is a given alphabet. If $|T[i]| > 1$, then the position $i$ of $T$ is referred to as a non-solid position. The simplest form of degenerate string is one in which each non-solid position can only contain a don’t care character, denoted by $^\ast$; the don’t care character matches any letter in the alphabet $\Sigma$. Effectively, $^\ast = \{\sigma_i \in \Sigma \mid 1 \leq i \leq |\Sigma|\}$. The pattern matching problem with don’t care characters has been solved by Fischer and Paterson [17] more than 30 years
ago. However, although the algorithm in [17] is efficient in theory, it is not very useful in practice. Pattern matching problem for degenerate strings has also been investigated in the literature, albeit with little success. For example, in [23], an algorithm was presented which works well only if the alphabet size is small. Pattern matching for degenerate strings has mainly been handled by bit mapping techniques (Shift-Or method) [10, 38]. These techniques have been used to find matches for a degenerate pattern \( p \) in a string \( x \) [21] and the agrep utility [37] has been virtually one of the few practical algorithms available for degenerate pattern-matching.

In [21] the authors extended the notion of degenerate string matching by distinguishing two distinct forms of degenerate match, namely, quantum and deterministic. Roughly speaking, a quantum match allows a non-solid letter to match two or more distinct letters during a single matching process; a determinate match restricts each non-solid letter to a single match [21].

Very recently, the issue of regularities in degenerate strings has received some attention. For example, in [3], the authors investigated the regularities of conservative degenerate strings. In a conservative degenerate string the number non-solid positions is bounded by a constant. The authors in [3] presented efficient algorithms for finding the smallest conservative cover (number of non-solid position in the cover is bounded by a given constant), \( \lambda \)-conservative covers (conservative covers having length \( \lambda \)) and \( \lambda \)-conservative seeds. On the other hand, Antoniou et al. presented an \( O(n \log n) \) algorithm to find the smallest cover of a degenerate string in [5] and showed that their algorithm can be easily extended to compute all the covers of \( x \). The later algorithm runs in \( O(n^2 \log n) \) time.

### 1.4 Main contributions

In this thesis we focus on efficiently solving Problems 1-3 defined above. Here we provide two algorithms called \( iCAb \) and \( iCAP \) for computing the cover array of a degenerate string \( x \) of length \( n \). \( iCAb \) first computes the border array of \( x \) and then from the border
array computes the cover array of $x$. $iCAb$ has a running time of $O(n^2)$ in the worst case. We further show that the running time of $iCAb$ is $O(n)$ in the average case.

Our second algorithm, namely $iCAp$, first computes the prefix array of $x$, and then using a novel approach computes the border array from the prefix array of a degenerate string. Finally, computes the cover array of $x$ in worst case $O(n^2)$ time complexity.

In this research we have also shown that any algorithm for computing the border array and cover array of a degenerate string must have a lower bound of $O(n^2)$ in the worst case and provided two novel algorithm for doing this task in optimal time and space complexity.

1.5 Overview of the thesis

The rest of the chapters are organized as follows. Chapter 2 gives a preliminary description of some terminologies and concepts related to stringology that will be used throughout this thesis. Chapter 3 presents our first algorithm, $iCAb$. In chapter 4 we describe our second algorithm, $iCAp$. Chapter 5 draws the conclusion followed by some future research directions.
Chapter 2

Preliminaries

2.1 Basic definitions in stringology

A string is a sequence of zero or more symbols from an alphabet $\Sigma$. The set of all strings over $\Sigma$ is denoted by $\Sigma^*$. The length of a string $x$ is denoted by $|x|$. The empty string, the string of length zero, is denoted by $\epsilon$. The $i$-th symbol of a string $x$ is denoted by $x[i]$. A string $w \in \Sigma^*$, is a substring of $x$ if $x = uwv$, where $u, v \in \Sigma^*$. We denote by $x[i \ldots j]$ the substring of $x$ that starts at position $i$ and ends at position $j$. Conversely, $x$ is called a superstring of $w$. A string $w \in \Sigma^*$ is a prefix (suffix) of $x$ if $x = wy$ ($x = yw$), for $y \in \Sigma^*$. A string $w$ is a subsequence of $x$ (or $x$ a supersequence of $w$) if $w$ is obtained by deleting zero or more symbols at any positions from $x$. For example, $ace$ is a subsequence of $abcabbcde$. For a given set $S$ of strings, a string $w$ is called a common subsequence of $S$ if $s$ is a subsequence of every string in $S$.

2.2 Repetitions in strings

The string $xy$ is the concatenation of the strings $x$ and $y$. The concatenation of $k$ copies of $x$ is denoted by $x^k$. For two strings $x = x[1 \ldots n]$ and $y = y[1 \ldots m]$ such that $x[n -$
i + 1 \ldots n] = y[1 \ldots i] for some i \geq 1 (i.e., x has a suffix equal to a prefix of y), the string \( x[1 \ldots n]y[i + 1 \ldots m] \) is said to be a superposition of x and y. We also say that x overlaps with y. A substring y of x is called a repetition in x, if \( x = uy^kv \), where u, y, v are substrings of x and \( k \geq 2, |y| \neq 0 \). For example, if \( x = aababab \), then a (appearing in positions 1 and 2) and ab (appearing in positions 2, 4 and 6) are repetitions in x; in particular \( a^2 = aa \) is called a square and \((ab)^3 = ababab\) is called a cube. A non-empty substring w is called a period of a string x, if x can be written as \( x = w^k w' \) where \( k \geq 1 \) and \( w' \) is a prefix of w. The shortest period of x is called the period of x. For example, if \( x = abcabcab \), then \( abc, abcabc \) and the string x itself are periods of x, while abc is the period of x.

2.3 String borders, covers and seeds

A border u of x is a prefix of x that is also a suffix of x; thus \( u = x[1 \ldots b] = x[n-b+1 \ldots n] \) for some \( b \in \{0 \ldots n-1\} \). A substring w of x is called a cover of x, if x can be constructed by concatenating or overlapping copies of w. We also say that w covers x. For example, if \( x = ababaaba \), then aba and x are covers of x. If x has a cover \( w \neq x \), x is said to be quasiperiodic; otherwise, x is superprimitive. A substring w of x is called a seed of x, if w covers a superstring of \( x^1 \). For example, aba and ababa are some seeds of \( x = ababaab \).

2.4 Prefix, border and cover array

Prefix, border and cover array are among the most important data structures in stringology. Many well known string algorithms like KMP [26], Boyer-Moore [13] are based on these data structures. Definitions of these data structures are given below:

\footnote{Note that, x is a superstring of itself. Therefore, every cover is also a seed but the reverse is not necessarily true.}
2.4.1 Prefix array

The prefix array of $x$ is an array $\Pi$ such that for all $i \in \{1 \ldots n\}$, $\Pi[i] = \text{length of the longest common prefix between } x[1 \ldots n] \text{ and } x[i \ldots n]$. Since every prefix of any prefix of $x$ is also a prefix of $x$, $\Pi$ represents all the prefixes of every prefix of $x$. The prefix array of $x$ can be defined as follows:

$$\forall i \in 1 \ldots n, \; \Pi[i] = \text{lcp}(x[1 \ldots n], x[i \ldots n])$$ (2.1)

Here $\text{lcp}$ is the well known longest common prefix function. For any prefix $x[1 \ldots i]$ of $x$, the following sequence

$$\Pi[i], \Pi^2[i], \ldots, \Pi^m[i]$$ (2.2)

is well defined and monotonically decreasing to $\Pi^m = 0$ for some $m \geq 1$ and this sequence identifies every prefix of $x[1 \ldots i]$.

2.4.2 Border array

The border array of $x$ is an array $\beta$ such that for all $i \in \{1 \ldots n\}$, $\beta[i] = \text{length of the longest border of } x[1 \ldots i]$. Since every border of any border of $x$ is also a border of $x$, $\beta$ encodes all the borders of every prefix of $x$. The border array of $x$ can be defined as follows:

$$\forall i \in 1 \ldots n, \; \beta[i] = \text{longest border of } x[1 \ldots i]$$ (2.3)

For every prefix $x[1 \ldots i]$ of $x$, the following sequence
\[ \beta[i], \beta^2[i], \ldots, \beta^m[i] \] (2.4)

is well defined and monotonically decreasing to \(\beta^m = 0\) for some \(m \geq 1\) and this sequence identifies every border of \(x[1\ldots i]\).

### 2.4.3 Cover array

The **cover array** \(\gamma\), is a data structure used to store the length of the longest proper cover of every prefix of \(x\); that is for all \(i \in 1 \ldots n\), \(\gamma[i] = \) length of the longest proper cover of \(x[1\ldots i]\) or 0. In fact, since every cover of any cover of \(x\) is also a cover of \(x\), it turns out that, the cover array \(\gamma\) describes all the covers of every prefix of \(x\). The cover array of \(x\) can be defined as follows:

\[ \forall i \in 1 \ldots n, \gamma[i] = \text{longest cover of } x[1\ldots i] \] (2.5)

For every prefix \(x[1\ldots i]\) of \(x\), the following sequence

\[ \gamma[i], \gamma^2[i], \ldots, \gamma^m[i] \] (2.6)

is well defined and monotonically decreasing to \(\gamma^m = 0\) for some \(m \geq 1\) and this sequence identifies every cover of \(x[1\ldots i]\).

### 2.5 Examples of prefix, border and cover array for a regular string

The border array \(\beta\) and cover array \(\gamma\) are very important data structures in stringology. Many string algorithms are build upon these data structures. An example of border and
Table 2.1: Prefix, border and cover array of $abaababaabaababaabababa$

<table>
<thead>
<tr>
<th>Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>8</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

From Table 2.1 we can see that, prefix array of $x$, has the entries $\Pi[14] = 8$ and $\Pi[8] = 1$. Which means that $x[1 \ldots 14]$ has two prefixes; one of length 8 and the other of length 1. In the border array we have $\beta[19] = 11$, $\beta[11] = 6$, $\beta[6] = 3$ and $\beta[3] = 1$, so $x[1 \ldots 19]$ has four borders of length 11, 6, 3 and 1. Similarly, in the cover array the entries $\gamma[19] = 11$, $\gamma[11] = 6$ and $\gamma[6] = 3$ represents the three covers of length 11, 6 and 3 of $x$.

2.6 Degenerate strings

An degenerate string is a sequence $T = T[1]T[2] \ldots T[n]$, where $T[i] \subseteq \Sigma$ for all $i$, and $\Sigma$ is a given alphabet of fixed size. When a position of the string is degenerate, and it can match more than one element from the alphabet $\Sigma$, we say that this position has non-solid symbol. If in a position we have only one element of the alphabet $\Sigma$ present, then we refer to this symbol as solid. The definition of length for degenerate strings is the same, as for regular strings. We say that degenerate string $x$ has a length of $n$, when $x$ has $n$ positions, where each position can be either solid or non-solid. The example in Table 2.2 identifies the solid and non-solid positions for a degenerate string.

Table 2.2 presents the degenerate string $aa[abc]a[ac]bcaa[ac]bac[abc]a[bc]$, which has
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non-solid symbols at positions 3, 5, 10, 14 and 16. The rest of the positions contains solid symbols.

2.7 Degenerate string matching

Let \( \lambda_i, |\lambda_i| \geq 2, 1 \leq i \leq s \), be pairwise distinct subsets of \( \Sigma \). We form a new alphabet \( \Sigma' = \Sigma \cup \lambda_1, \lambda_2, \ldots, \lambda_s \) and define a new relation \( \text{match} \approx \) on \( \Sigma' \) as follows:

1. for every \( \mu_1, \mu_2 \in \Sigma, \mu_1 \approx \mu_2 \) if and only if \( \mu_1 = \mu_2 \);

2. for every \( \mu \in \Sigma \) and every \( \lambda \in \Sigma' - \Sigma, \mu \approx \lambda \) and \( \lambda \approx \mu \) if and only if \( \mu \in \lambda \);

3. for every \( \lambda_i, \lambda_j \in \Sigma' - \Sigma, \lambda_i \approx \lambda_j \) if and only if \( \lambda_i \cap \lambda_j \neq \phi \)

Observe that match is reflexive and symmetric but not necessarily transitive; for example, if \( \lambda = a, b \), then \( a \approx \lambda \) and \( b \approx \lambda \) does not imply \( a \approx b \).

From the example given in Table 2.2, we have a type 1 match corresponding to positions 2 and 4, as both contain the letter \( a \). Positions 3 and 6 yield a match of type 2 as the letter \( b \) is contained in the symbol \([abc]\). A match of type 3 can be found at positions 3 and 5, as the symbols at these two positions have \( a \) and \( c \) common. Though positions 3, 6 and 3, 5 are matching positions but 5, 6 does not match, illustrating the non-transitivity of the matching operation for degenerate strings.

2.8 Quantum and deterministic match

Depending on the matching of letters, prefixes, borders and covers of degenerate strings can be of two types, namely, the quantum match and the deterministic match. Roughly speaking, a quantum match allows an non-solid symbol to match two or more distinct letters during a single matching process, whereas, a deterministic match restricts each non-
solid symbol to a single match. The notion of these two type of matching was introduced in [20].

2.9 Degenerate string matching and the bit vector technique

All string matching algorithms, needs to match the symbols at two positions. For a regular string this matching process is very simple and always requires a constant time. But matching a non-solid symbol is not so simple. In a degenerate string a non-solid position can contain up to $|\Sigma|$ symbols. So, to check whether the two positions match, we would basically need to perform a set intersection operation spending $O(|\Sigma|)$ time in the worst case. To perform this task more efficiently we use the following idea, originally borrowed from [28], and later used in [5, 3]. We use a bit vector of length $|\Sigma|$ as follows:

$$\forall T \subseteq \Sigma, \quad \nu[T] = [\nu_1, \nu_2, \ldots, \nu_{|\Sigma|}],$$

where $\forall t_i \in \Sigma \quad \nu_i = \begin{cases} 1, & \text{if } t_i \in T \\ 0, & \text{otherwise} \end{cases}$ \hspace{1cm} (2.7)

During the string matching process instead of comparing $T[i]$ with $T[j]$, we test bit vectors $\nu[T[i]]$ and $\nu[T[j]]$ using bit operation \textbf{AND}. Clearly, if the result of the AND operation is nonzero, only then there is a match. Thus we can compare any two symbols in constant time since the alphabet size is fixed.

2.10 Degenerate prefix and prefix array

The definition for prefix and prefix array are same for both regular and degenerate string. Depending on the matching process, a prefix of $x$ can be defined in two ways; \textit{quantum}
prefix and deterministic prefix. During a single match of two prefixes of $x$, in case of a quantum prefix, the non-solid positions in $x$ can assume different letter assignments, but for a deterministic prefix the letter assignments for non-solid positions are restricted to a single assignment. As the matching operation on degenerate string is not transitive, prefix array algorithms for regular strings can not be readily extended for degenerate strings. Even with the bit matching technique the process of computing the prefix array for a degenerate string is computationally more complex than for a regular string.

2.11 Degenerate border and border array

The definition for border is same for both regular and degenerate strings. Depending on the matching process, a border of $x$ can be defined in two ways; quantum border and deterministic border. During a single match of a border of $x$, in case of a quantum border, the non-solid positions in $x$ can assume different letter assignments from $\Sigma$, but for a deterministic border the letter assignments for non-solid positions are restricted to a single assignment. But the border array of degenerate strings is totally different from the border array of a regular string. The Sequence 2.4 is not valid for degenerate strings, as is evident from the following discussion. In Table 2.3 the border array for the degenerate string $aba[ab]b$ is given. Because of the non-transitivity of the operation on degenerate letters, it is no longer true that $\beta[\beta[i]]$ would give the length of the second-longest border of $x[1\ldots i]$. For example, if $x = aba[ab]b$, a border array $\beta = 00122$ would give correctly the longest borders of $x[1\ldots i], i \in 1\ldots5$, but because $\beta[\beta[4]] = 0$, it would not report the fact that actually $x[1\ldots4]$ has a border of length 1 in addition to its longest border of length 2. Thus the algorithms of [20, 22] need to compute a linked list at each position $i$ of $\beta$ in order to give specifically all the borders of the prefixes of the degenerate string $x$. In the worst case, this requires $O(n^2)$ storage. As a result any algorithm for computing the border array of a degenerate string must have a lower bound of $O(n^2)$ for both storage and running time. This fact is presented as Lemma 4.
Table 2.3: Border array of $aba[ab]b$

<table>
<thead>
<tr>
<th>Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>[ab]</td>
<td>b</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Lemma 4  The lower bound for running time and space complexity of any algorithm for computing the border array of a degenerate string of length $n$ is $\Omega(n^2)$.

2.12  Degenerate cover and cover array

The definition for cover is same for both regular and degenerate strings. Depending on the matching process, a cover of $x$ can be defined in two ways; quantum cover and deterministic cover. During a single match of a cover of $x$, in case of a quantum cover, the non-solid positions in $x$ can assume different letter assignments from $\Sigma$, but for a deterministic cover, the letter assignments for non-solid positions are restricted to a single assignment. As the matching operation of degenerate strings is not transitive, cover array algorithms for regular strings can not be readily extended to degenerate strings. It follows from Lemma 4, that the cover array of a degenerate string does not follow Sequence 2.6 and the corresponding construction algorithm has a time and space complexity of $\Omega(n^2)$. We can state this as Lemma 5. In Table 2.4, an example is given where the Sequence 2.6 is violated and the space requirement for storing the cover array is $O(n^2)$.

Lemma 5  The lower bound for running time and space complexity of any algorithm for computing the cover array of a degenerate string of length $n$ is $O(n^2)$.

From Table 2.4 and the Sequence 2.6, the degenerate string $x$ has two covers of length 4 and 2, as $\gamma[6] = 4$ and $\gamma[4] = 2$. But from the table we can see that $x$ has another cover of length 3 clearly violating the relation of Sequence 2.6. Note that, the space requirement for representing the cover array of $x$ here is indeed $O(n^2)$. 
2.13 Conservative degenerate strings

A conservative degenerate string is a degenerate string where the number of non-solid symbols is bounded by a constant $\kappa$. As we will see later that in case of a conservative degenerate string, algorithms for computing prefix, border and cover arrays can achieve a much better running time and space complexity. In what follows, the corresponding data structures for conservative degenerate strings are referred to as conservative prefix ($\Pi_c$), conservative border ($\beta_c$) and conservative cover ($\gamma_c$) array respectively.

Two very important and well known algorithmic tools and data structures used by our algorithms in this thesis are the Aho-Corasick automaton and the range maxima query.

2.14 Aho-Corasick automaton

In our algorithms, we heavily use the Aho-Corasick Automaton (AC automaton) invented by Aho and Corasick in [1]. The Aho-Corasick Automaton for a given finite set $P$ of patterns is a Deterministic Finite Automaton $G$ accepting the sets of all words containing a word of $P$ as a suffix. More formally, $G = (Q, \Sigma, g, f, q_0, F)$, where function $Q$ is the set of states, $\Sigma$ is the alphabet, $g$ is the forward transition, $f$ is the failure link i.e. $f(q_i) = q_j$, if and only if $S_j$ is the longest suffix of $S_i$ that is also a prefix of any pattern, $q_0$ is the initial state and $F$ is the set of final (terminal) states [1]. The construction of the AC
automaton can be done in $O(d)$-time and space complexity, where $d$ is the size of the dictionary, i.e. the sum of the lengths of the patterns which the AC automata will match. The pattern matching part of this algorithm has a time complexity of $O(n)$, where $n$ is the length of the string parsed through the automata.

### 2.15 Range maxima (minima) query

**Range Maxima (Minima) Query (Problem RMAX (RMIN)).** We are given an array $A[1..n]$ of numbers. We need to preprocess $A$ to answer the following form of queries:

**Query:** Given an interval $[\ell..r], 1 \leq \ell \leq r \leq n$, the goal is to find the index $k$ (or the value $A[k]$ itself) with maximum (minimum) value $A[k]$ for $k$ in $[\ell..r]$. This query is called a range maxima (minima) query.

Range Maxima/Minima Query is one of the fundamental problems that could arise in different computer science problems. As a result, Problem RMAX/RMIN has received much attention in the literature not only because it is inherently beautiful from an algorithmic point of view, but also because efficient solutions to this problem often produces efficient solutions to various other algorithmic problems. It is clear that, with $O(n^2)$ preprocessing time, one can answer such queries in constant time. Interestingly, linear time preprocessing can still yield constant time query solutions and there exist several such results in the literature. To the best of our knowledge, it all started with Harel and Tarjan [19], who showed how to solve another interesting problem, namely the Lowest Common Ancestor (LCA) problem with linear time preprocessing and constant time queries. The LCA problem has as its input a tree. The query gives two nodes in the tree and requests the lowest common ancestor of the two nodes. It turns out that, solving the RMQ problem is equivalent to solving the LCA problem [18]. The Harel-Tarjan algorithm was simplified by Schieber and Vishkin [34] and then by Berkman et al. [12], who presented optimal work parallel algorithms for the LCA problem. Finally, Bender and Farach-Colton eliminated the parallelism mechanism and presented a simple serial
data structure [11]. Notably, the data structure in [11] requires $O(n \log n)$ bits of space. Recently, Sadakane [33] presented a succinct data structure, which achieves the same time complexity using $O(n)$ bits of space. In all of the above papers, there is an interplay between the LCA and the RMQ problems. Very recently, Fischer and Heun [25] presented the first algorithm for the RMQ problem with linear preprocessing time, optimal $2n + o(n)$ bits of additional space, and constant query time that makes no use of the LCA algorithm.
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The *iCAb* Algorithm

In this chapter, we describe our first algorithm called *iCAb*. This algorithm computes all the covers and the cover array of a given degenerate string in a two-steps process. In the first step, the border array of the given string is computed and in the subsequent step, the Aho-Corasick pattern matching automaton is used to filter out the borders that are also covers. Using the different set of entries in the border array, *iCAb* can compute all the covers of a string, as well as, the corresponding cover array, both in $O(n^2)$ time in the worst case. The current best known algorithm [5, 3] for computing all the covers of a string of length $n$ has a running time of $O(n^2 \log n)$, whereas *iCAb* requires $O(n^2)$ time in the worst case and $O(n)$ time in the average case to do the same task. Furthermore, *iCAb* can compute the cover array in $O(n^2)$ time. Notably, using the algorithms of [5, 3] one can devise an algorithm for computing the cover array, albeit, with $O(n^2 \log n)$ running time.

Before going into the details of *iCAb*, we need to observe some properties and relationships between the border array and cover array. These properties and relationships constitute the main ideas behind *iCAb* and are mentioned in the following section.
Table 3.1: Border and cover array of ababaabaabaabaabaababa

| Index | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  | 21  | 22  | 23  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \(x\) | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   | a   | b   |
| \(\beta\) | 0   | 0   | 1   | 1   | 2   | 3   | 2   | 3   | 4   | 5   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 7   | 8   | 2   | 3   |
| \(\gamma\) | 0   | 0   | 0   | 0   | 0   | 3   | 0   | 3   | 0   | 5   | 6   | 0   | 5   | 6   | 0   | 8   | 9   | 10  | 11  | 0   | 8   | 0   | 3   |

3.1 Some facts

**Fact 6** Every cover of a string \(x\) is also a border of \(x\).

Explanation of Fact 6: From the definition of a border, we know that substring \(u\) of \(x\) is a border of \(x\) if and only if \(u\) is both a prefix and a suffix of \(x\). Now if substring \(c\) of \(x\) is also a cover of \(x\), then from the definition of cover, we can say that \(c\) must be a prefix and also a suffix of \(x\). So \(c\) is also a border of \(x\). So we can say that, if \(c\) is a cover of \(x\), then \(c\) is also a border of \(x\).

Suppose we are given a string \(x = ababaabaababaababa\). Here by simple observation we can see that, \(aba\) is both a cover and border of \(x\), but \(x\) has another border \(a\), which is not a cover of \(x\). So we can say that, every cover of \(x\) is also a border but a border of \(x\) may not be a cover. For a better understanding of this concept we show the border and cover arrays of \(x\) in Table 3.1.

Correctness of Fact 6 can be easily checked from Table 3.1. From this table we can also find out some more properties about the cover array as described below.

**Fact 7** For all \(i \in 1 \ldots n\), if \(\beta[i] = 0\), then \(\gamma[i] = 0\).

**Fact 8** For all \(i \in 1 \ldots n\), if \(\beta[i] \geq \lfloor i/2 \rfloor\), then \(\gamma[i] = \beta[i]\).

Explanation of Facts 7 and 8: Fact 7 is self explanatory. If there is no border for a particular prefix \(x[1 \ldots i]\) of \(x\), then there will be no covers for that prefix. We can understand it from the example given in Table 3.1. To understand Fact 8, let us assume
that, a string $y$ of length 15 has borders $b$ of length 8. Now from the definition of a border, $b$ is both a prefix and a suffix of $y$. So $y$ is a superposition of $b$ as $|y| < 2 \cdot |b|$. For such cases there is no need to build the AC automata. We can simply set $\gamma[i] = \beta[i]$.

Two other very important relationship between the border and cover arrays were found by Y. Li and W. F. Smyth in [29]. These relationships are as follows:

**Fact 9** [29] For all $i \in 1 \ldots n$, if $\gamma[i] \neq 0$, then either $\gamma[i + 1] \geq \gamma[i] + 1$ or $\gamma[i + 1] = 0$.

**Fact 10** [29] For all $i \in 1 \ldots n$, if $\beta[i + 1] \leq \beta[i]$, then $\gamma[i] = 0$.

From the proof of Facts 9 and 10 (see [26]) it is easy to realize that these two facts are also valid for degenerate strings.

For making the iCAb algorithm more efficient with respect to running time and memory usage we make use of the following fact. about the cover array is presented below:

**Fact 11** If $u$ and $c$ are covers of $x$ and $|u| < |c|$ then $u$ must be a cover of $c$.

**Explanation of Fact 11:** If we look at our previous example, $x$ has 3 covers of length 11, 6 and 3. They are $c_1 = abaaababaaba$, $c_2 = ababa$ and $c_3 = aba$ respectively. The length of the covers can be found easily from the cover array as was explained earlier in the preliminaries section. Now if we look at $c_1$, $c_2$ and $c_3$ then its easy to see that $c_2$ is a cover of $c_1$ and $c_3$ is a cover of $c_2$ and $c_1$. This fact is used by iCAb for efficiently computing all the covers of $x$. To identify a border as a cover we have to parse $x$ through the AC automaton. This requires time proportional to the length of $x$. After finding the maximum length cover we can substitute $x$ with the maximum length cover and parse that cover through the automata in place of $x$. As all covers must have a length less than $x$ this approach provides substantial performance improvement.
The algorithm \textit{iCAb} is built on top of the above facts and discussion. Using these properties and relationships we have devised a novel algorithm for computing the cover array of a degenerate string that outperforms all existing algorithms in the literature.

The running time analysis of our algorithm depends on the following lemma (Lemma 12), which is an extension of the results provided in [22] by Iliopoulos et al. In [22], the authors have shown that the number of borders of a regular string with don’t care characters is bounded by 3.5 on average. Here, we have extended their result for degenerate strings and proved that, the expected number of borders of a degenerate string is also bounded by a constant.

\textbf{Lemma 12} \textit{The expected number of borders of a degenerate string is bounded by a constant.}

\textbf{Proof.} We suppose that the alphabet \( \Sigma \) consists of ordinary letters \( 1, 2, \ldots, \alpha, \alpha \geq 2 \).

First, we consider the probability of two symbols of a string being equal. Equality occurs in the following cases:

<table>
<thead>
<tr>
<th>Case</th>
<th>Symbol</th>
<th>Match To</th>
<th>Number of cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>( \sigma \in {1, 2, \ldots, \alpha} )</td>
<td>( \sigma \in {1, 2, \ldots, \alpha} )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>Case 2</td>
<td>( \sigma = S, S \subseteq \Sigma )</td>
<td>( \sigma = S, S \subseteq \Sigma,</td>
<td>S</td>
</tr>
</tbody>
</table>

\textbf{Case 1:} This case is trivial. Suppose we are trying to match symbol \( s_1 \) with symbol \( s_2 \) and both \( s_1 \) and \( s_2 \) are solid symbols. So \( s_1 \) and \( s_2 \) will match only when they are exactly equal. Given the set of all symbols in \( \Sigma \) there are \( \alpha \) possible case as there are \( |\Sigma| = \alpha \).

\textbf{Case 2:} In this case at least one of the symbols is a non-solid symbol. Then we have to consider all possible symbol assignment for the following cases:

- \textit{Case 1:} One of the symbols is non-solid and the other one is solid.
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- Case 2: Both of the symbols are non-solid.

If we calculate the number of matches for this case for an alphabet of size 4 then we get the following formula:

\[
\sum_{j=1}^{4} \binom{4}{j} \left\{ 2^{4-j}(2^j - 1) - \binom{j}{1} \right\}
\]

Here first we have calculated all possible matches between two symbols without considering whether they are solid or non-solid. Next we have calculated the number of cases where both of the symbols are non-solid and subtracted that from the first sum. So the total number of possible matches for both Case 1 and Case 2 will be

\[
4 + \sum_{j=1}^{4} \binom{4}{j} \left\{ 2^{4-j}(2^j - 1) - \binom{j}{1} \right\}
\]

For an alphabet of size 4 there will be \(2^{2\times4}\) possible combinations of symbols, so the probability of matching two symbols will be

\[
\frac{4 + \sum_{j=1}^{4} \binom{4}{j} \left\{ 2^{4-j}(2^j - 1) - \binom{j}{1} \right\}}{2^{2\times4}}
\]

If we now consider the same probability for an alphabet of size \(\alpha\), then total number of equality cases is \(\alpha + \sum_{j=1}^{\alpha} \binom{\alpha}{j} \left\{ 2^{\alpha-j}(2^j - 1) - \binom{j}{1} \right\}\) and the number of overall cases is \(2^{2\alpha}\). Therefore the probability of two symbols of a string being equal is

\[
\frac{\alpha + \sum_{j=1}^{\alpha} \binom{\alpha}{j} \left\{ 2^{\alpha-j}(2^j - 1) - \binom{j}{1} \right\}}{2^{2\alpha}}
\]

Now let us consider the probability of string \(x\) having a border of length \(k\). If we let \(P[expression]\) denote the probability that the expression holds, then
\begin{align*}
P[x[1...k] = x[n - k + 1...n]] &= P[x[1] = x[n - k + 1]] \times \ldots \times P[x[k] = x[n]] \\
&= \left(\frac{\alpha + \sum_{j=1}^{\alpha} \binom{\alpha}{j} \{2^{\alpha-j}(2^j - 1) - \binom{j}{i}\}}{2^{2\alpha}}\right)^k
\end{align*}

From this it follows that the expected number of borders is

\[\sum_{k=1}^{n-1} \left(\alpha + \sum_{j=1}^{\alpha} \binom{\alpha}{j} \{2^{\alpha-j}(2^j - 1) - \binom{j}{i}\}\right)^k\]

Let \(EX_b\) denotes the above expression. By using differentiation for finding the maximum value on the equation, \(EX_b = 0\), we can find that, this summation assumes its maximum value when \(\alpha\) is equal to 12 and the summation is bounded above by

\[\sum_{k=1}^{n-1} \left(\alpha + \sum_{j=1}^{\alpha} \binom{\alpha}{j} \{2^{\alpha-j}(2^j - 1) - \binom{j}{i}\}\right)^k \leq 29.1746\]

So, the expected number of borders of a degenerate string is bounded by 29.1746. \(\square\)

### 3.2 Our algorithm

Now by using the facts described above, we can compute all the covers of \(x\) from its border array. This can be done simply by checking each border and finding out whether it covers \(x\) or not. Our algorithm is based on this approach. Broadly speaking, our algorithm consists of two steps. In the first step, the deterministic border array \(\beta\) of \(x\) is computed. For this we have used the algorithm introduced by Holub and Smyth in [20], that can compute the deterministic border array of a degenerate string \(x\) in expected \(O(n)\) time and space complexity, where \(n\) is the length of \(x\). The deterministic border array \(\beta\), stores the lengths borders for each prefix \(x[1...i]\) of \(x\), as well as the assignment for the
non-solid positions for that border. In the second step, we consider each border to check
whether it is a cover of \( x \) or not. Utilizing Fact 11, and the pattern matching technique of
Aho-Corasick automaton, this step can be performed in \( O(n) \) time and space complexity
on average. In what follows, we explain the steps of the algorithm in more details.

3.2.1 First step: computing the border array

In the first step, we utilize the algorithm provided by Holub and Smyth [20] for computing
the deterministic border of a degenerate string. The output of the algorithm is a array
\( \beta \). Each entry \( \beta_i \) of \( \beta \) contains a list of pair \((b, \nu_a)\), where \( b \) is the length of the border
and \( \nu_a \) represents the required assignment and the this list is kept sorted in decreasing
order of border lengths, \( b \) of \( x[1\ldots i] \) at all time. So the first entry of \( \beta_i \) represents the
largest border of \( x[1\ldots i] \). The algorithm is given below just for completeness (Please see
Algorithm 1).

If we assume that the maximum number of borders of any prefix of \( x \) is \( m \), then the
worst case running time of the algorithm is \( O(nm) \). But from Lemma 12 we know that
the expected number of borders of a degenerate string is bounded by a constant. As a
result the expected running time of the above algorithm is \( O(n) \).

3.2.2 Second step: checking the border for a cover

In the second step, we find out the covers of string \( x \). Here we need only the last entry of
the border array, \( \beta[n] \), where \( n = |x| \). If \( \beta[n] = \{b_1, b_2, b_3\} \) then we can say that \( x \) has three
borders, namely \( x[1\ldots b_1] \), \( x[1\ldots b_2] \) and \( x[1\ldots b_3] \) of length \( b_1 \), \( b_2 \) and \( b_3 \) respectively and
\( b_1 > b_2 > b_3 \). If the number of borders of \( x \) is \( m \), then number of entry in \( \beta[n] \) is \( m \). We
iterate over the entries of \( \beta[n] \) and check each border in turn to find out whether it covers
\( x \) or not. To identify a border as a cover of \( x \) we use the pattern matching technique of an
Aho-Corasick automaton. Simply speaking, we build an Aho-Corasick automaton with
the dictionary containing the border \( x[1\ldots b] \) of \( x \) and parse \( x \) through the automaton
Algorithm 1 Computing deterministic border array of string $x$

1: $\beta_i[j] \leftarrow \phi, \quad \forall i, j \in \{1 \ldots n\}$

2: $\nu_i \leftarrow \nu[x[i]], \quad \forall i \in \{1 \ldots n\} \quad \{\text{set bit vector for each } x[i]\}$

3: for $i \leftarrow 1$ to $n - 1$ do

4: for all $b, \beta_i[b] \neq \phi$ do

5: if $2b - i + 1 < 0$ then

6: $p \leftarrow \nu_{b + 1} \land \nu_{i + 1}$

7: else

8: $p \leftarrow \beta_i[b + 1] \land \nu_{i + 1}$

9: end if

10: if $p \neq 0^{[\Sigma]}$ then

11: $\beta_{i + 1}[b + 1] \leftarrow p$

12: end if

13: end for

14: $p \leftarrow \nu_1 \land \nu_{i + 1}$

15: if $p \neq 0^{[\Sigma]}$ then

16: $\beta_{i + 1}[1] \leftarrow p$

17: end if

18: end for
to find out whether \( x \) can be covered by it or not. Suppose in iteration \( i \), we have the length of the \( i \)-th border of \( \beta[n] \) equal to \( b \). In this iteration, we build an Aho-Corasick automaton for the following dictionary:

\[
D = \{x[1]x[2] \ldots x[b]\}, \quad \text{where } \forall j \in 1 \text{ to } b, \ x[j] \in \Sigma \quad (3.1)
\]

Then we parse the input string \( x \) through this automaton to find out the positions where the pattern \( c = x[1 \ldots b] \) occurs in \( x \). We store the starting index of the occurrences of \( c \) in \( x \) in a position array \( P \) of size \( n = |x| \). We initialize \( P \) with all entries set to zero. If \( c \) occurs at index \( i \) of \( x \) then we set \( P[i] = 1 \). Now if the distance between any two consecutive 1’s is greater than the length of the border \( b \) then the border fails to cover \( x \), otherwise \( c \) is identified as a cover of \( x \). We store the length of the covers in an array \( AC \). At the end of the process, \( AC \) contains the length of all the covers of \( x \). The definition of \( AC \) can be given as follows:

\[
AC = \{c_1, c_2 \ldots c_k\}, \quad \text{where } \forall i \in 1 \text{ to } k, \ c_i \text{ is a cover of } x \quad (3.2)
\]

Algorithm 2 formally presents the steps of a function \( isCover() \), which is the heart of Step 2 described above.

In Step 4 of Algorithm 2, an Aho-Corasick automaton for the substring \( c \) is constructed, which is later used to find out whether \( c \) is a cover of \( x \). For a better understanding of Algorithm 2 below we briefly describe an Aho-Corasick automaton [2].

An Aho-Corasick automaton for a given set \( P \) of patterns is a (deterministic) finite automaton \( G \) accepting the set of all words containing a word of \( P \) as a suffix.

\( G \) consists of the following components:

- finite set \( Q \) of states
Algorithm 2 Function `isCover(x, c)`

1: if $|c| \geq \lceil |x|/2 \rceil$ then
2:   \textbf{RETURN} TRUE
3: end if
4: Construct the Aho-Corasick automaton for $c$
5: parse $x$ and compute the positions where $c$ occurs in $x$ and put the positions in the array $Pos$
6: for $i = 2$ to $|Pos|$ do
7:   if $Pos[i] - Pos[i - 1] > |c|$ then
8:     \textbf{RETURN} FALSE
9: end if
10: end for
11: \textbf{RETURN} TRUE

- finite alphabet $\Sigma$
- transition function $g : Q \times \Sigma \rightarrow Q + \text{fail}$
- failure function $h : Q \rightarrow Q + \text{fail}$
- initial state $q_0$ in $Q$
- a set $F$ of final states

The construction of the Aho-Corasick automaton consists of two stages. In the first stage (Algorithm 3) a trie for the set of patterns is build and the transition function $g$ is defined for each node of the trie. In this algorithm the following assumptions are made;

- $m[p] =$ length of $\text{pat}[p]$
- $\text{num}_{\text{pat}} =$ number of patterns
- $g(\text{Node, Character})$ is the transition function
In the second stage the failure function is computed. These algorithm is outlines as algorithm 4.

The next step is the parsing od the given text through the finite automata. This step is described in Algorithm 5.

The construction and parsing of text, $x$ through the Aho-Corasick automaton has both time and space complexity of $O(n)$, where $n = |x|$. So the time and space complexity of Algorithm 2 can be deduced as follows. Clearly, Steps 5 and 6 run in $O(n)$. Now, the complexity of Step 4 is linear in the size of the dictionary on which the automaton is build. Here the length of the string in the dictionary can be $n - 1$ in the worst case. So, the time and space complexity of this algorithm is $O(n)$.

A further improvement in running time is achieved as follows. According to Fact 11,
Algorithm 3 Computation of the trie

1: final $\leftarrow \phi$
2: for $p = 1$ to num$_{\text{pat}}$ do
3: \hspace{1em} $q$ $\leftarrow$ root
4: \hspace{2em} for $j = 1$ to $m[p]$ do
5: \hspace{3em} if $g(q, \text{pat}[p][j]) = \text{null}$ then
6: \hspace{4em} \hspace{1em} insert$(q, \text{pat}[p][j])$
7: \hspace{3em} end if
8: \hspace{2em} \hspace{1em} $q$ $\leftarrow$ $g(q, \text{pat}[p][j])$
9: \hspace{1em} end for
10: \hspace{1em} final $\leftarrow$ final $\cup$ $q$
11: end for

if $u$ and $c$ are covers of $x$ and $|u| < |c|$ then $u$ must be a cover of $c$. Now if $\beta[n] = \{b_1, b_2, \ldots, b_m\}$ then from the definition of border array $b_1 > b_2 > \ldots > b_n$. Now if in any iteration we find a $b_i$ that is a cover of $x$ then from Fact 11, we can say that for all $j \in i + 1 \ldots m$, $b_j$ is a cover of $x$ if and only if $b_j$ is a cover of $b_i$. So instead of parsing $x$ we can parse $b_i$ for the subsequent automatons and as $|b_i| < |x|$ this policy improves the overall running time of the algorithm, albeit, not asymptotically. Algorithm 6 formally presents the overall process of Step 2 described above.

The running time of Algorithm 6 is $O(nm)$, where $m$ is the number of borders of $x$ or alternatively the number of entries in $\beta_n$. Again, from Lemma 12, we can say that the number of borders of a degenerate string is bounded by a constant on average. Hence, the expected running time of Algorithm 6 is $O(n)$.

It follows from above that our algorithm for finding all the covers of a degenerate string of length $n$ runs in $O(n)$ time on the average. The worst case complexity of our algorithm is $O(nm)$, i.e., $O(n^2)$, which is also an improvement since the current best known algorithm [5] for finding all covers requires $O(n^2 \log n)$ in the worst case.
Algorithm 4 Computation of the failure function

1: \( h(\text{root}) \leftarrow \text{fail} \)
2: for all \( q' \mid \text{parent}(q') = \text{root} \) do
3: \( h(q') \leftarrow \text{root} \)
4: end for
5: for all \( q' \mid \text{depth}(q') > 1 \) in BFS order do
6: \( q \leftarrow \text{parent}(q') \)
7: \( c \leftarrow \text{the symbol with } g(q, c) = q' \)
8: \( r \leftarrow h(q) \)
9: while \( r \neq \text{fail AND } g(r, c) = \text{fail} \) do
10: \( r \leftarrow h(r) \)
11: end while
12: if \( r = \text{fail} \) then
13: \( h(q') = g(\text{root}, c) \)
14: else
15: \( h(q') = g(r, c) \)
16: if \( \text{isElement}(h(q'), \text{final}) \) then
17: \( \text{final} \leftarrow \text{final} \cup q' \)
18: end if
19: end if
20: end for

3.3 Computing cover array

As pointed out in Chapter 2, the cover array \( \gamma \) of a degenerate string is an array of lists whose worst case space complexity can be \( O(n^2) \). Here \( \gamma \) is represented as a array of list where the lists containing all the cover lengths for every prefix of \( x \), that is for all \( i \in 1 \ldots n \), \( \gamma[i] \) contains a list of integers representing the cover lengths of \( x[1 \ldots i] \) if there is any, otherwise \( \gamma[i] \) contains an empty list. Our algorithm can readily be extended to
Algorithm 5 Parsing text $x$ through the automata

1: $q \leftarrow \text{root}$

2: for $i = 1$ to $n$ do

3: \hspace{1em} while $q \neq \text{fail}$ AND $g(q, x[i]) = \text{fail}$ do

4: \hspace{2em} $q \leftarrow h(q)$

5: \hspace{1em} end while

6: \hspace{1em} if $q = \text{fail}$ then

7: \hspace{2em} $q \leftarrow \text{root}$

8: \hspace{1em} else

9: \hspace{2em} $q \leftarrow g(q, x[i])$

10: \hspace{1em} end if

11: \hspace{1em} if isElement($q$, final) then

12: \hspace{2em} RETURN $\text{TRUE}$

13: \hspace{1em} end if

14: end for

15: RETURN $\text{FALSE}$

compute the cover array of $x$. Algorithm 6 can be used here after some modification to compute the cover array of $x$.

Here we need to process all the borders of each prefix of $x$ and as a result there will be a lot of repetitions in the border lengths. This can be seen from the example given in Table 3.2. There is a cover of length 2 at both positions 4 and 5 and cover of length 3 at positions 5 and 6. In Algorithm 6, separate Aho-Corasick automata were built for each entry in the list $\beta_n$ as there was no possibility of repetitions. For avoiding building an Aho-Corasick automaton for the same border length twice, we change our approach of Algorithm 6, and build a single Aho-Corasick automaton for the maximum border length, $\text{MaxBorder}$ and mark the final stages for each border length separately and separate position arrays $Pos_i$’s are kept for keeping track of the already covered prefix of $x$. Whenever a final stage is reached, the corresponding position array is updated.
Algorithm 6 Computing all covers of $x$

1: $k \leftarrow n$

2: $AC \leftarrow \phi \{ AC $ is a list used to store the covers of $x \}$

3: for all $b \in \beta_n$ do

4: if $isCover(x[1..k], x[1..b]) = true$ then

5: $m \leftarrow b$

6: $AC.Add(k)$

7: end if

8: end for

Table 3.2: Border and cover array of $aba[ab][ab]a$

<table>
<thead>
<tr>
<th>Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x =$</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>[ab]</td>
<td>[ab]</td>
<td>a</td>
</tr>
<tr>
<td>$\beta =$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$\gamma =$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

accordingly. That is if the final stage reached by the current symbol of $x$ is marked with a border length of $k$ then position array $Pos_k$ is updated in the same way as was done in Algorithm 6. An outline of the final algorithm is given in Algorithm 7.

Step 4 of Algorithm 7, constructs the extended Aho-Corasick automata discussed in the previous paragraph. This step requires $O(n^2)$ processing time in the worst case, as we need to mark final states for different border lengths. In Step 5 string $x$ is parsed and the $Pos$ arrays are updated accordingly. There are $MaxBorder$ number of $Pos$ arrays and each array has $n$ entries. So the running time of this step is $O(n.MaxBorder)$. Now the maximum value of $MaxBorder$ can be $n$, so the running time and space complexity of this step is $O(n^2)$.

In Algorithm 7, we iterate over the entries of the border array $\beta$ and checks the borders
Algorithm 7 Computing cover array $\gamma$ of $x$

1: $\gamma[i] \leftarrow 0 \quad \forall i \in \{1 \ldots n\}$
2: $\delta[i] \leftarrow 1 \quad \forall i \in \{1 \ldots MaxBorder\}$
3: $\alpha[i] \leftarrow n \quad \forall i \in \{1 \ldots MaxBorder\}$
4: Construct the Aho-Corasick automaton for $x[1 \ldots MaxBorder]$ 
5: parse $x$ and compute the positions where borders occurs in $x$ and put the positions in the array, $Pos_i$
6: for $i \leftarrow 1$ to $n$ do 
7: for all $b \in \beta_i$ do 
8: if $\alpha[b] > i$ then 
9: $lastIndex = 1$
10: for $j \leftarrow \delta[b]$ to $i$ do 
11: if $Pos_b[j] \neq 0$ then 
12: if $Pos_b[j] - Pos_b[lastIndex] > b$ then 
13: $\alpha[b] = i$
14: $Break$
15: $end if$
16: $lastIndex = j$
17: $end if$
18: $end for$
19: if $j \geq i$ then 
20: $\delta[b] = j$
21: $\gamma[i].ADD(b)$
22: $end if$
23: $end if$
24: $end for$
25: $end for$
one by one. If the border $x[1 \ldots b]$ is identified as a cover then $b$ is added to the list $\gamma[i]$, otherwise the algorithm goes on to processing the next border. Here two arrays, $\delta$ and $\alpha$ are maintained for avoiding re-computation of the same information. Both of these arrays have a length of $MaxBorder$. The array $\delta$, keeps track of the length of the already covered portion of $x$. Whenever we find a cover in Step 20 the update the corresponding entry in the $\delta$ array. This value is later used in Step 10 to initialize the loop variable $j$, which ensures that each entry of the $Pos$ array is accessed exactly once.

The array $\alpha$, is used for marking the end positions for each cover length, e.i. if $\alpha[4] = 8$, then a cover of length 4 is possible only up to length 8 of $x$; any prefix of $x$ having a length greater than 8 can not have a cover of length 4. Initially all the entries of $\alpha$ are initially to $n$. Whenever we find that a cover of a certain length can not exist beyond a particular length of $x$, we update the $\alpha$ array in Step 13. In Step 8 we find out whether a cover of length $b$, is possible for the current prefix length $i$, by checking $\alpha[b]$. If $\alpha[b]$ is greater or equal to $i$, only then we proceed to the next step of the algorithm; otherwise a cover of length $b$ is not possible for $x[1 \ldots i]$ and we proceed to the next entry of the border array.

Using these two arrays the algorithm ensures that, each entry of the $Pos$ arrays are accessed exactly once. There are $MaxBorder$ number of $Pos$ arrays and each array has $n$ entries. So the running time of Algorithm 7 is $O(n \cdot MaxBorder)$. Now the maximum value of $MaxBorder$ can be $n$, so the overall running time and space complexity of this algorithm is $O(n^2)$.

### 3.4 Summary

To summarize, algorithm $iCAB$ has a overall running time and space requirement of $O(n^2)$. Among all the previous algorithms for computing the cover array [5, 3] the best known algorithm [3] have a worst case running time of $O(n^2 \log n)$ and this algorithm uses a complex data structure called the $vEB$ tree [36]. The algorithm in [5] can only
compute the conservative cover array $\gamma_c$ in $O(n^3)$ time. Here we have provided an elegant and novel solution for computing the cover array $\gamma$ in $O(n^2)$ time and space complexity. Furthermore, we have provided another (Algorithm 6) for computing all the covers of a string of length $n$ with a worst case $O(n^2)$ time and space complexity. The algorithm provided in [5] can compute all covers of a string, but its running time is $O(n^2)$ even in the average case, whereas the average case running time of Algorithm 6 is just $O(n)$.

In the next chapter, we describe our second algorithm called $iCAp$, which does the same task as $iCAb$ but has a better space usage and avoids the use of an Aho-Corasick automata. The algorithm $iCAp$ starts with computing the prefix array of $x$ and then gradually computes the cover array of $x$ from the prefix array.
Chapter 4

The *iCAp* Algorithm

In this chapter, we describe our second algorithm called *iCAp*. This algorithm starts with the prefix array of *x*. The notion of the prefix array for a regular string was first introduced by Chochemore et al. in [15]. Here we first show that the prefix array algorithm for regular strings is not valid for degenerate strings and then provide an algorithm that can compute the prefix array for a degenerate string. After computing the prefix array *Π*, *iCAp* computes the border array *β* of *x* from the prefix array in a much more efficient manner than the technique shown in [20]. In the next step, *iCAp* computes the cover array *γ* using the prefix array and the border array. The algorithm *iCAp* has a worst case time and space complexity of *O*(*n*²).

4.1 Our algorithm

The *icap* algorithm consists of four steps. An overview of these steps is described as follows:

- **Step 1**: Compute the prefix array *Π* of the given degenerate string *x*.

- **Step 2**: Preprocess the computed prefix array *Π*, so that range maxima queries (RMQ) on this array can be answered in constant time.
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- **Step 3**: Compute the border array $\beta$ of $x$ from the prefix array $\Pi$.

- **Step 4**: Using $\Pi$ and $\beta$, compute the cover array $\gamma$ of $x$.

In the subsequent sections, these steps are explained in greater details.

### 4.1.1 Step 1: computing the prefix array $\Pi$

In this step of $iCAp$, the prefix array of the given degenerate string $x$ is computed. Unlike the border and cover array, the prefix array is a linear space data structure for both regular and degenerate strings. First, as a starting ground, we present below the prefix array algorithms from [35] (we assume zero-based indexing of arrays for this algorithm).

**Algorithm 8** Computing prefix array $\Pi$ of a regular string $x$ of length $n$

1: $\Pi[0] \leftarrow n$
2: $g \leftarrow 0$
3: for $i \leftarrow 1 \text{ to } n - 1$ do
4:   if $i < g$ AND $\Pi[i - f] \neq g - i$ then
5:     $\Pi[i] \leftarrow \min(\Pi[i - f], g - i)$
6:   else
7:     $(g, f) \leftarrow (\max(g, i), i)$
8:    while $g < n$ AND $x[g] = x[g - f]$ do
9:      $g \leftarrow g + 1$
10:   end while
11:   $\Pi[i] \leftarrow g - f$
12: end if
13: end for

Here comparisons between characters is performed in Step 9. Every comparison between equal characters increments the variable $g$. As the value of $g$ never decreases and it varies from 0 to $n$, there are at most $n$ positive comparisons. Each negative comparison
leads to the next step of the loop; then, there are at most \( n - 1 \) of them. Thus less than \( 2n \) comparisons. So the total running time of this algorithm is \( \theta(n) \).

But we can’t extend this algorithm for degenerate strings. If we look at Step 4, then there is a comparison between the current and already computed portion of the \( \Pi \) array. Now this step depends critically on the transitivity property of the matching function. But transitivity relation does not hold for degenerate strings. The situation can be better understood with an example.

![Figure 4.1: Illustration of Algorithm 8](image)

From Figure 4.1, we can see that the framed substrings \( x[6 \ldots 12] \) and \( x[14 \ldots 18] \), and the gray substrings \( x[9 \ldots 10] \) and \( x[17 \ldots 20] \) are prefixes of string \( x = ababaababaaaababbaa \).

For \( i = 9 \) (i.e., the 9th iteration of the for loop at Line 3 of Algorithm 8), we have \( f = 6 \) and \( g = 13 \). The situation at this position is the same as at position \( 3 = 9 - 6 \). We have \( \Pi[9] = \Pi[3] = 2 \) which means that \( ab \), of length 2, is the longest factor at position 9 that is a prefix of \( x \). For \( i = 17 \), we have \( f = 14 \) and \( g = 19 \). As \( \Pi[17 - 14] = 2 = 19 - 17 \), we deduce that the string \( ab = x[i \ldots g - 1] \) is a prefix of \( x \). In these kind of situations, at Line 4, the already computed values of \( \Pi \) is simply copied in the current index without performing any character comparison at all. It turns out that for these kind of situations there may exist positions \( I > i \) such that \( x[I] = x[1] \) and \( I < g \); in such cases, there is a substring beginning at \( I \) that matches a substring beginning at position \( I' < i \) (hence already computed) that in turn matches a prefix of \( x \). For all such \( I \) and \( I' \) Algorithm 8 copies the already computed values corresponding to \( I' \) into the value corresponding to \( I \). This operation depends critically on the transitivity of the matching \((a = b \text{ and } b = c \text{ implies } a = c)\), a property always true for regular strings, but not valid for degenerate strings. For degenerate strings if we have \([abcd] \approx [ab] \) and \([abcd] \approx [cd] \), then we can’t say
that \([ab] \approx [cd]\). So while Algorithm 8 yields a very efficient implementation of prefix array for regular strings we can’t extend this algorithm for degenerate strings. In fact, we can safely state that any algorithm that uses pre-computed information of letter matching, can’t be readily extended for degenerate string.

For computing the prefix array from a degenerate string we have to compare each pair of positions separately. We can’t skip comparison using previously computed values. So the algorithm for computing the prefix array is the most trivial one which performs \(O(n^2)\) comparisons and computes the longest common prefix length for each prefix of \(x\). The algorithm is presented below.

**Algorithm 9** Computing prefix array \(\Pi\) of a degenerate string \(x\) of length \(n\)

1: \(\Pi[1] \leftarrow 0\)

2: for \(i \leftarrow 2 \text{ to } n\) do

3: \(j = 0\)

4: while \(j < n\ AND\ x[i + j] = x[j + 1]\) do

5: \(j \leftarrow j + 1\)

6: end while

7: \(\Pi[i] \leftarrow j\)

8: end for

In the border array algorithm of the previous chapter, we saved the character assignments for non-solid positions along with the border lengths. But here we the character assignments for non-solid positions are not saved, as we are finding the longest common prefixes for all suffixes of \(x\) by matching each position individually. So character assignments for non-solid positions can be computed simply by taking the \(\text{AND}\) of the vector maps of two corresponding positions spending only \(O(1)\) time, since the alphabet is fixed.
4.1.2 Step 2: preprocessing of the prefix array for RMAX

In this step, the prefix array is preprocessed so that the range maxima queries can be answered on this array in constant time per query. In the final step of $iCAp$ when we will compute the cover array from the border array and prefix array we will need to find out the maximum value (and the corresponding index) within a range of the prefix array. To perform this operation in constant time we preprocess the prefix array in this step using one of the algorithms of [19, 34] spending $O(n)$ time. So the overall running time of Step 2 is $O(n)$.

4.1.3 Step 3: computing the border array

In the previous chapter we computed the border array using the algorithm provided by Holub and Smyth in [20]. But the information provided by the border array can also be derived from the prefix array of any string. We first present the following fact that holds for any border array regardless of the underlying alphabet of $x$.

**Fact 13** If for some $i \in 2\ldots n$, $\beta[i] > 0$, then $x[1\ldots i - 1]$ has a border of length $\beta[i] - 1$.

Fact 13 implies that all the borders of the prefixes of $x$ occur in arithmetic sequence fully determined by the maximum border length $k$; more precisely, if the maximum border length of $x[1\ldots i]$ is $k > 0$, then

$$x[1\ldots i - 1], x[1\ldots i - 2], \ldots x[1\ldots i - k + 1]$$

must have borders of (not necessarily maximum) lengths

$$k - 1, k - 2, \ldots, 1$$
Table 4.1: Computing border array from the prefix array of $aba[ab]b$

<table>
<thead>
<tr>
<th>Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>[ab]</td>
<td>b</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

respectively. Thus to describe all the borders of every nonempty prefix of $x$, it suffices to specify only the maximum border $k$ at each position $i > 1$. Since for each factor of the Sequences 4.1, we have $x[i - k + 1] = x[1]$, it becomes clear that to describe all the borders of every prefix of $x$, it suffices to specify at every position $j \in 2 \ldots n$, the length $k > 0$ of the longest substring $x[j \ldots j + k - 1] = x[1 \ldots k - 1]$, i.e., the longest substring that matches a prefix of $x$. Based on the above discussion, we can claim the following

**Lemma 14** The prefix array $\Pi$ describes all the borders of every prefix of $x$.

Because of the non-transitivity of the match operation on degenerate letters, it is no longer true that $\beta[\beta[i]]$ gives the length of the second-longest border of $x[1 \ldots i]$. For example, if $x = aba[ab]b$, a border array $\beta = 00122$ would give correctly the longest borders of $x[1 \ldots i]$, $i \in 1 \ldots 5$, but because $\beta[\beta[4]] = 0$, it would not report the fact that actually $x[1 \ldots 4]$ has a border of length 1 in addition to its longest border of length 2. Thus the algorithms given in [20, 22] need to compute a linked list at each position $i$ of $\beta$ in order to specifically give all the borders of the prefixes of the degenerate string $x$. In the worst case, this requires $O(n^2)$ storage. However, due to the validity of Lemma 14 for both regular and degenerate strings, the computation of $\Pi$ rather than $\beta$ eliminates the requirement for the list for a degenerate string, the nonzero positions $i > 0$ in $\Pi$ will be those for which $x[i] \approx x[1]$, and the values of these $\Pi[i]$ will be sufficient to specify all the borders of all the prefixes of $x$, just as in the degenerate case, with no additional storage required. For the example given in Table 4.1, it would suffice to return $\Pi = 00220$, as from this $\Pi$ all the borders of each prefix of $x$ can be specified.
From Table 4.1, an outline of the algorithm for finding the border array from the prefix array can be made immediately. As we can see in the table, the prefix of length 2 at position 4 contributes a border of length 2 at position 5 and a border of length 1 at position 4. In the same way the prefix of length 2 at position 3 contributes a border of length 2 at position 4 and a border of length 1 at position 3. So at position 4 we have 2 borders.

The algorithm for computing the border array from the prefix array in given as Algorithm 10. Here the border array is an array of lists. Each list contains the lengths of the borders for the corresponding prefix of $x$.

Algorithm 10 Computing border array $\beta$ of a degenerate string $x$ of length $n$

1: for $i \leftarrow 1$ to $n$ do
2:   $\beta[i] \leftarrow \phi$
3: end for
4: for $i \leftarrow 2$ to $n$ do
5:   $MaxBorderLength \leftarrow \Pi[i]$
6:   $j \leftarrow i + MaxBorderLength - 1$
7:   while $j \geq i$ do
8:      $\beta[j] \leftarrow \beta[j] \cup MaxBorderLength$
9:      $MaxBorderLength \leftarrow MaxBorderLength - 1$
10:     $j \leftarrow j - 1$
11: end while
12: end for

For the example in Table 4.1, it is clear that there can be multiple entries in each list of the border array for a degenerate string. In the worst case there can be $n$ entries in each of the lists of $\beta$. So the worst case running time of Algorithm 10 is $O(n^2)$ and it requires $O(n^2)$ space to store the entries of the border array $\beta$. 
4.1.4 Step 4: computing the cover array

In the final step of \( iCAp \), the cover array of \( x \) is computed from the prefix and border arrays. The possible cover lengths are collected from the border array and the prefix array is used to find out which among them are actually covers. The algorithm also keeps another array \( \delta \), where for each possible cover length the already covered length of \( x \) is stored. The possible cover length are from 1 to the maximum prefix length (\( MaxPrefix \)) in the prefix array. The maximum value of \( MaxPrefix \) can be \( n \). The possible values of covers are actually the index of \( \delta \) so any value can be updated in constant time. We present this algorithm as Algorithm 11.

In Algorithm 11, the cover array of \( x \) is computed. As we already know the cover array is two dimensional data structure and any algorithm for computing it has a lower bound of \( O(n^2) \). Here at Step 14, the RMAX queries on \( \Pi \) is performed. The length of the already covered portion of \( x \) is stored in the array \( \delta \) for each possible cover length. At Step 14, the algorithm tries to extend the already covered length as much as possible.

Now assume that we are considering the case for a cover \( c \) of length \( m \) and the worst case for this algorithm will appear when \( x \) will have a cover of length \( m \). For finding whether \( c \) is a cover of \( x \) or not we will have to perform \( n/m \) number of RMAX queries on \( \Pi \). Now if the maximum cover length is \( max_c \) then total number of RMAX queries can be represented by the following equation:

\[
Total \ number \ of \ RMAX \ queries = n + n/2 + n/3 + \ldots + n/max_c \quad (4.2)
\]

The maximum value of \( max_c \) can be \( n \) in the worst case. So the worst case total number of RMAX queries will be

\[
Total \ number \ of \ RMAX \ queries \ (worst \ case) = n + n/2 + n/3 + \ldots + 1 \quad (4.3)
\]
Algorithm 11 Computing cover array $\gamma$ of a degenerate string $x$ of length $n$

1: for $i \leftarrow 1$ to $n$ do
2: \hphantom{2:} $\gamma[i] \leftarrow 0$
3: end for
4: for $i \leftarrow 1$ to $MaxPrefix$ do
5: \hphantom{4:} $\delta[i] \leftarrow 0$
6: end for
7: for $i \leftarrow 2$ to $n$ do
8: \hphantom{7:} for all $b \in \beta[i].LIST()$ do
9: \hphantom{7:8:} if $b \geq \lfloor i/2 \rfloor$ then
10: \hphantom{7:8:9:} $\gamma[i].ADD(b)$
11: \hphantom{7:8:} else
12: \hphantom{7:8:11:} $StartIndex \leftarrow \delta[b]$
13: \hphantom{7:8:11:} while $StartIndex < i$ do
14: \hphantom{7:8:11:13:} $(MaxValue, MaxIndex) = RMAX(StartIndex - b + 2, StartIndex + 1)$
15: \hphantom{7:8:11:13:14:} if $MaxValue \geq b$ then
16: \hphantom{7:8:11:13:14:15:} $\delta[b] = MaxIndex + b$
17: \hphantom{7:8:11:13:14:15:16:} $\gamma[i].ADD(b)$
18: \hphantom{7:8:11:13:14:15:} end if
19: \hphantom{7:8:11:13:14:} end while
20: \hphantom{7:8:} end if
21: \hphantom{7:} end for
22: end for

Taking $n$ common from Sequence 4.3, we get the sequence $1 + 1/2 + 1/3 + \ldots + 1/n$ which is known as the sequence of harmonic numbers and the result of the summation is $O(\log n) + a$ small constant. So the summation of Sequence 4.3 has a upper bound of $O(n \log n)$. As we are avoiding recomputing the RMAX query on the same interval
Table 4.2: Worst case running time \texttt{iCAp}

<table>
<thead>
<tr>
<th>Step of algorithm</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Step 2</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Step 3</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Step 4</td>
<td>$O(n \log n)$</td>
</tr>
</tbody>
</table>

The worst case running time of each step of \texttt{iCAp} is described in Table 4.2.

### 4.2 Summary

In this chapter we have presented the algorithm \texttt{iCAp}, which has an overall running time and space requirement of $O(n^2)$. This complexity is due to Step 1 and Step 3 where we compute the prefix and border array. Adapting the RMQ algorithm to perform the range lookups has provided an efficient and elegant way to compute the cover array from the prefix array.

Among all the previous algorithm for computing the cover array [5, 3] the best known algorithm [3] has a worst case running time of $O(n^2 \log n)$ and this algorithm uses a complex data structure called the \textit{vEB tree} [36]. The algorithm in [5] can only compute the conservative cover array $\gamma_c$ in $O(n^3)$ time. Here we have provided an elegant and novel solution for computing the cover array $\gamma$ in $O(n^2)$ time and space complexity without applying any restriction on the type of covers. Our algorithm can be adjusted to compute both the quantum and deterministic cover array of $x$ without sacrificing running time.
Chapter 5

Conclusion

In this last chapter, we draw the conclusion of our thesis by describing the major contributions made through this research followed by some directions for future research.

5.1 Major contributions

The contributions that have been made in this thesis can be enumerated as follows:

- Here we have proved that expected number of borders of a degenerate string is bounded by a constant. As each cover must also be a border so the expected number of covers of a degenerate string is also bounded by a constant.

- In case of regular strings a linear border array encodes all the borders of every prefix of string $x$. Here we have shown that the same is not true for degenerate strings. The border array of a degenerate string is a two dimensional data structure where each entry of $\beta$ is a sorted list containing the border lengths for its corresponding prefix of $x$.

- Similarly for a regular strings a linear cover array describes all the covers of every prefix of string $x$. Here we have shown that its not the case for degenerate strings.
Table 5.1: Performance comparison for computing all cover of $x$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Running Time</th>
<th>Space Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conservative String Covering (too restricted) [3]</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Antonious [5]</td>
<td>$O(n^2 \log n)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>$iCAb$</td>
<td>$O(n^2)$ Average case $O(n)$</td>
<td>$O(n^2)$ Average case $O(n)$</td>
</tr>
<tr>
<td>$iCAP$</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

The cover array of a degenerate sting is also a two dimensional data structure where each entry of $\gamma$ is a sorted list containing the cover lengths for its corresponding prefix of $x$.

- We have provided an algorithm called $iCAb$ which can compute the border and cover array of $x$ having a overall running time and space requirement of $O(n^2)$. Among all the previous algorithm for computing the cover array [5, 3] the best known algorithm [3] have a worst case running time of $O(n^2 \log n)$ and this algorithm uses a complex data structure called the $vEB$ tree. The algorithm in [5] can only compute the conservative cover array $\gamma_c$ while having a worst case running time of $O(n^3)$. We have discussed an extension of $iCAb$ for computing all the covers of a string of length $n$ with expected $O(n)$ time and space complexity. The algorithm provided in [5] can also compute all covers of a string, but its running time is $O(n^2)$ even in the average case.

- Another algorithm is provided in this thesis which is called $iCAP$. This algorithm computes the prefix array, border array and cover array for degenerate strings. The running time of this algorithm is also $O(n^2)$. But this algorithm avoids the use of an Aho-Corasick pattern matching automata and computed the cover array using only simple data structures like array and lists. Performance comparison of $iCAb$ and $iCAP$ with current best known algorithm is given in Table 5.1 and Table 5.2.
Table 5.2: Performance comparison for computing the cover array of $x$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Running Time</th>
<th>Space Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conservative String Covering (too restricted) [3]</td>
<td>$O(n^3)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>Antonious [5]</td>
<td>$O(n^2 \log n)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>iCAb</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td>iCAP</td>
<td>$O(n^2)$</td>
<td>$O(n^2)$</td>
</tr>
</tbody>
</table>

5.2 Future directions for further research

A number of new questions and issues has popped out of our research. A few of them has been listed below.

1. As has been mentioned previously, one of the motivation of our work follows from lack of good pattern matching algorithms for degenerate strings. For regular strings, famous pattern matching algorithms like KMP [26], Boyer-Moore [13] are dependent on the information provided by regularities like the border array or prefix array. The algorithms provided in this research may work as building blocks for efficient and up to the mark pattern matching algorithm for degenerate strings.

2. The Aho-Corasick pattern matching automata can be modified for degenerate strings so that it can match non-solid positions of the pattern directly. This may provide a new research direction for devising efficient pattern matching algorithms.

3. As the border and cover array encoding scheme for regular strings is not suitable for degenerate strings, new encoding schemes may be thought of which can provide a linear space representation of these arrays; opening the scope of reducing the running time of algorithms for computing them to a great extent.

4. Duval’s algorithm for Lyndon word decomposition [16] has a close relation to the border array. An extension of this algorithm for degenerate strings can be an interesting research topic.
5. Other famous repetition algorithms like Main and Lorentz’s [30, 31] repetition algorithms can be considered as good candidates for future research for degenerate strings.
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