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uBOX: A Lightweight and Hardware-Assisted
Sandbox for Multicore Embedded Systems

Xia Zhou"”, Yujie Bu, Meng Xu

Abstract—Multicore embedded systems employ a big. LITTLE
architecture to combine different cores into a single microcontroller
(MCU). However, resources sharing among cores raises security
challenges. Once LITTLE cores (which often receive external in-
puts) are compromised, the whole system will be affected. Existing
hardware-assisted isolation approaches use privilege separation
and code instrumentation to enforce memory isolation, which suf-
fer from inefficiencies. This paper presents uBOX, a lightweight
sandbox for multicore embedded systems. The goal of uBOX is
to enforce memory isolation over untrusted software (on LITTLE
cores) at the same privileged level. Specifically, it uses the Memory
Protection Unit (MPU) to restrict memory access by untrusted
software. To protect sandbox policies, uBOX deprives the write
capability of untrusted software towards MPU configurations by
replacing its regular store instructions with unprivileged coun-
terparts. Additionally, to protect uBOX’s necessary regular store
instructions from being abused, uBOX’s memory is set to read-only
and non-executable when running untrusted software. For the nor-
mal operation of uBOX, we use an overlooked feature of the MPU
and develop secure gates that quickly disable and re-enable the
MPU, allowing uBOX to execute at a permissive memory view. Our
evaluation demonstrates that uBOX effectively enforces isolation
with average 1.27 % runtime overhead, 0.83X Flash overhead, and
36.50X SRAM overhead.

Index Terms—Embedded systems, memory protection unit,
security isolation.

I. INTRODUCTION

N RECENT years, the big. LITTLE architecture has become
Iwidely adopted [1], [2], [3], [4], [5]. This heterogeneous
design couples slow but power-saving cores (LITTLE) with fast
but power-hungry ones (big), allowing the cores to adjust to
dynamic computing needs with less power consumption. Many
multicore embedded systems have incorporated this design [6],
[7], [8] due to the prolonged battery life.

However, this heterogeneous architecture also raises new
security challenges due to the shared resources between big
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and LITTLE cores. Specifically, memories and peripherals are
shared among the cores. If a vulnerability exists in the software
stack on one side of the cores, (e.g., the LITTLE cores, which
usually interact with external inputs), attackers can first exploit
one side and then use it as an intermediate to further compromise
the other side (e.g., the big cores). Moreover, embedded systems
often disregard privilege separation and run the entire firmware
at the privileged level for performance reasons, which exagger-
ates this issue. As shown in previous attacks, attackers can first
exploit the vulnerabilities of a Wi-Fi SoC and then compromise
the application processor [9], [10]. Therefore, it is essential to
enforce isolation between big and LITTLE cores.

Software Fault Isolation (SFI) is a mechanism to enforce the
establishment of logical protection domains through software
instrumentation and hardware-assisted methods [11], [12], [13],
[14], [15], [16]. Because pure software-based SFI systems usu-
ally rely on heavyweight code instrumentation or safe program-
ming languages, they have high performance overhead and com-
patibility issues [17], [18]. Hardware-assisted schemes, on the
other hand, leverage hardware primitives to achieve protection.
They are thus more efficient and are getting more attention.

A classic theme in hardware-assisted SFI is to utilize the
MPU to confine the memory access of untrusted software [19],
[20], [21], [22], [23]. Memory isolation is achieved via privilege
separation and demotion of most untrusted code to the unpriv-
ileged level. Any modification to system configurations from
unprivileged code will be trapped and checked by a trusted and
privileged reference monitor. However, some security-sensitive
instructions that modify system status must run at the privileged
level. To protect them from being abused by attackers to further
break the isolation, additional measures like CFI [24], [25] and
shadow stack [26], [27] need to be deployed, which incurs
overhead [28], [29], [30], [31]. So the research question is: can
we design an SFI mechanism that efficiently prevents itself from
being circumvented?

This paper presents uBOX, a lightweight sandbox isolating
the firmware without relying on full privilege separation, with
an overview illustrated in Fig. 1. Note that in this paper, we
hypothetically consider LITTLE cores as untrustworthy for
illustration purposes, but uBOX can be applied to big cores if
they are deemed untrusted. uBOX adopts the MPU to confine
memory access of untrusted software. More importantly, to
comply with the convention of embedded systems development,
uBOX runs all untrusted code at the privileged level. However,
this compatibility accommodation brings two challenges to be
addressed:
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Fig. 1. uBOX confines memory access of LITTLE cores. P: Privileged.

Challenge I: The MPU is not sufficient to protect memory
isolation policies as any privileged memory access to system
configurations is always permitted [32].

To resolve this challenge, we develop fault-based configu-
ration protection to deprive untrusted code of the capability
that writes to privileged-only memory ranges. To construct
this protection, we employ unprivileged store instructions of
the ARMv7-M architecture [33].! Specifically, regular store
instructions from untrusted code are replaced with unprivileged
counterparts. Therefore, untrusted modifications to system con-
figurations will be trapped to a trusted reference monitor. This
challenge is faced similarly in prior works as well and is also
resolved with unprivileged store instructions [35], [36]. The
difference between uBOX and prior works, however, lies in the
handling of store instructions that cannot be “unprivileged”.

Challenge 11: Even most regular store instructions have been
replaced with unprivileged ones, a few of them must be reserved
in our reference monitor for the normal functionality of uBOX.
Therefore, privileged attackers may abuse these instructions and
leverage them to breach the sandbox. Moreover, the ARMv7-
M architecture lacks higher privilege levels, such as hypervi-
sor or monitor levels to host our reference monitor. Although
the TrustZone-M extension has been introduced for Cortex-M
MCUs, itis available only from the ARMvS8-M architecture [37],
which is not widely used in mainstream multicore MCUs.?

To resolve this challenge, we develop state-based execution
protection that quickly changes the executable state of our ref-
erence monitor. Initially, the memory of our reference monitor
is configured as read-only and non-executable when running
the untrusted code. To properly run the reference monitor, we
establish a secure memory domain for it and design secure
gates that quickly change domains [38], [39], [40], [41], [42],
[43]. In particular, we adopt an overlooked feature of the MPU,
which can be used to quickly disable and re-enable the MPU
itself. The MPU can be disabled automatically once the current
execution priority value is equal to or less than -1 (Section II-C).
Consequently, our reference monitor can operate normally at a
permissive memory view, i.e., the secure domain. In such a view,
our reference monitor has unrestricted access to read and write
across the entire address space, with code execution similarly
unrestricted.

We have implemented a prototype of uBOX. It consists of two
components: 1) uBOX-Compiler isan LLVM-based compiler

UIn our survey of top 5 MCU suppliers based on the Arm architecture [34],
we discovered that 98.04% of them feature at least one core with the ARMv7-M
architecture.

2In our survey, 5.22% of the multicore MCUs use the ARMvV8-M architecture.
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Fig. 2. Divergent memory views of the Cortex-M7 and Cortex-M4 cores of

the STM32H745 MCU. Although the two cores share most of the address
space and resources, each core maintains a distinct system memory starting
at 0xE0000000.

that compiles the source code and produces an executable pro-
gram image finally; 2) uBOX-Monitor acts as the reference
monitor for the sandbox. It mediates all write access to sensitive
memory regions and blocks any malicious operations. We have
evaluated uBOX on the STM32H7451-DISCO board [44]. It fea-
tures a dual-core STM32H745 MCU, consisting of a Cortex-M7
core (referred to as “CM7 core” or “big core”) and a Cortex-
M4 core (referred to as “CM4 core” or “LITTLE core”) [45].
We conduct experiments on 6 representative applications and
CoreMark [46] benchmark to evaluate the overall performance
overhead of uBOX. The experimental results show that uBOX
is lightweight, incurring average 1.27% of runtime overhead. It
incurs 0.83X of Flash overhead and 36.50X of SRAM overhead.
Although the SRAM overhead is relatively high, uBOX does not
cause too much memory overhead as the SRAM consumption is
constant, which is acceptable. Furthermore, we evaluated uBOX
with 6 microbenchmarks to understand the performance impact
of its each functionality.
Summary: The contributions of this paper are threefold:
® We propose uBOX, a new lightweight sandbox for multi-
core embedded systems with intra-address space memory
isolation.
® We design two key techniques to protect our reference mon-
itor, uBOX-Moni tor. We employ two essential hardware
primitives to construct these techniques.
e We implement a prototype of uBOX and evaluate it with
6 representative applications, CoreMark benchmark, and
6 microbenchmarks on the STM32H7451-DISCO board.
Our evaluation demonstrates that ¥uBOX incurs a negligi-
ble performance overhead and does not cause excessive
memory pressure.

II. BACKGROUND
A. The Multicore Architecture

The STM32H745 MCU comprises two cores, namely a CM7
core and a CM4 core [45], and both cores are based on the
ARMYV7-M architecture [32]. Each core is assigned to different
tasks and operates independently. In general, the CM7 core runs
computation-intensive tasks such as Al inference and human-
machine interface. The CM4 core runs lightweight tasks such
as sensing, and communication. Furthermore, each core has a
distinct memory view. As illustrated in Fig. 2, most of the address
space and resources are shared between the two cores, including
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Flash, SRAM, and peripherals. However, each core has its
distinct address space for system configurations, which starts at
0xE0000000. This special address space includes the Private
Peripheral Bus (PPB), where core peripherals, such as the MPU
and the Data Watchpoint and Trace (DWT) unit, are located.
As a result, one core is incapable of confining the accessible
memory of the other core by configuring its corresponding MPU.
Moreover, the CM7 core has dedicated Instruction Memory
(ITCM) and Data Tightly Coupled Memory (DTCM) for fast
instruction fetch and data access (Fig. 2(b)). The CM4 core
can access DTCM and ITCM only through the Master DMA
(MDMA) controller indirectly. The MDMA controller is located
at the address space of peripherals.

B. Memory Protection Unit

The Memory Protection Unit (MPU) enforces memory per-
missions on the physical address space. Depending on the spe-
cific MCU customization, the MPU can have either 8 or 16
memory regions. Each region is capable of independently setting
the memory permissions of a memory range and is assigned
with a region id starting from 0. When multiple memory regions
overlap with each other, the region with the highest id among
them determines the memory permissions of the overlapped
address range. A MemManage (memory management) excep-
tion will be raised if any memory access violates the memory
permissions. The size of a region must be a power of 2, and
the minimum region size is 32 bytes. The starting address of
a region must align with its size, otherwise the configuration
will be invalid. Additionally, one region can be divided into
eight subregions of equal size. Each subregion can be disabled
or enabled independently. If a subregion within a region is
disabled, the memory permissions defined by that region will
not be enforced at the memory covered by the corresponding
subregion.

Moreover, the ARMv7-M architecture also features a default
memory view in which privileged software can execute while
unprivileged one cannot. This default view is permissive and is
used if the MPU is disabled. In this view, privileged software has
unrestricted access to the entire address space for both reading
and writing, and code execution is equally unrestricted.

C. Execution Priority & MPU Bypass

In the ARMvV7-M architecture, every exception has execution
priority determined by a priority value. A lower priority value
indicates a higher execution priority. High-priority tasks or
exception handlers can preempt the execution of low-priority
ones. The execution priority is configurable at runtime only
by privileged code and the maximum configurable execution
priority is 0. Moreover, three exceptions have fixed execution
priority: the Reset exception (-3), the Non-Maskable Interrupt
(NMT) exception (-2), and the HardFault exception (-1).

The MPU has an MPU bypass feature associated with certain
execution priorities, which is often overlooked. Specifically, if
the current priority value is equal to or less than -1 (i.e., the
execution priority of the HardFault exception), and the HFN-
MIENA bit of the MPU_CTRL register is set to 0, the MPU will
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be disabled automatically and the privileged software will run
in the permissive memory view. To raise the execution priority
to -1, software can set the 1-bit FAULTMASK register to 1 by
executing CPS or MSR instructions. Conversely, the process of
recovering from an execution priority of -1 is to set FAULTMASK
to 0. This feature can be used to quickly disable and enable the
MPU.

D. Unprivileged Store Instructions

The ARMv7-M architecture features two privilege levels,
privileged and unprivileged [32]. Notably, access to system
memory is only confined by the default memory view rather
than the MPU. In other words, privileged software can always
access the system memory without the constraints of the MPU.
In contrast, direct access to the system memory region by un-
privileged software will always trigger a BusFault exception.
Unprivileged software can use an SVC instruction to trigger
a Supervisor call (SVCall) to elevate itself to the privileged
level. Moreover, the ARMv7-M architecture features unprivi-
leged store instructions (STRT) [33]. At the privileged level,
unprivileged store instructions are confined in the same way as
regular store instructions at the unprivileged level. In particular,
writing to the system memory via unprivileged store instructions
will always trigger a BusFault exception.

III. ASSUMPTIONS & THREAT MODEL

Our system assumes a strong threat model. As LITTLE cores
usually process external inputs, we consider the firmware run-
ning on the CM4 core as untrusted. Moreover, we assume that
the CM4 core runs its firmware at the privileged level, which
conforms to the convention of embedded systems. Moreover,
we assume that both cores run firmware at the privileged level,
which conforms to the convention of embedded systems. At-
tackers can exploit vulnerabilities of the firmware running on
the CM4, thereby gaining primitives to arbitrary memory reads
and writes to further compromise the whole system. We also
assume that the source code of the firmware operating on the
CM4 core is available. Additionally, we assume that each of
the trusted/untrusted code and data section is continuous. This
assumption can be achieved by arranging sections layout through
uBOX-Compiler (Section IV-A). Both firmware can be either
bare-metal or compiled with a RTOS (e.g., FreeRTOS). The
goal of attackers is to corrupt the memory of other cores and
compromise the whole system.

We assume that the compilation toolchain for code compila-
tion and instrumentation is trustworthy. Moreover, we assume
that the code of uBOX-Moni tor is trusted and free of memory
safety issues. Our reference monitor includes exception handlers
for HardFault, BusFault, MemManage, and SVCall ex-
ceptions, and wrapper functions used for updating the MPU. In
addition, the Reset and NMI exception handlers are trusted.
The boot processes of both cores are trusted as well. Further-
more, we assume that the CM4 core features a hardware MPU
and unprivileged store instructions (specifically, STRT instruc-
tions), both of which are essential hardware primitives for our
uBOX design. The primary goal of uBOX is to isolate attackers
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Fig. 3. The workflow of uBOX.

within the boundaries of the CM4 core without affecting the
execution of the other core.

Denial of Service (DoS) attacks that disrupt the uBOX-
Monitor’s operation by raising the top-priority Reset ex-
ception, leading to system reboot, are beyond the scope of this
work. Side-channel attacks and physical attacks are considered
out-of-scope in this work. Since Cortex-M MCUs lack the Input-
Output Memory Management Unit IOMMU), we also disregard
DMA attacks performed by malicious peripherals through DMA
controllers.

IV. DESIGN

uBOX is a lightweight sandbox designed for multicore em-
bedded systems. It addresses the two challenges discussed in
Section I while achieving the following goals:

G1 Complete mediation: Our reference monitor must com-
prehensively restrict memory access from untrusted soft-
ware to prevent potential breaches of the sandbox.

G2 Tamperproofness: Privileged attackers should not affect
the normal operation of our reference monitor. Therefore,
the sandbox policies and the memory of our reference
monitor should be well protected to guarantee integrity.

G3 Scalability: The hardware primitives utilized by our
sandbox should be widely available in MCUs, ensuring
scalability.

G4 Lightweight: Our sandbox should introduce minimal per-
formance overhead.

G5 Compatibility: Our sandbox should be compatible with
mainstream RTOSes such as FreeRTOS.

A. Workflow

Our system comprises two distinct components: uBOX-
Compiler and uBOX-Monitor. uBOX-Compiler is an
LLVM-based compiler that performs the compilation and in-
strumentation. uBOX-Monitor is our reference monitor that
enforces the isolation at the same privileged level as adversaries.
Fig. 3 depicts the workflow of our system.

The input of our compiler can be categorized into three
parts. The first part includes the source code of the application
and the RTOS kernel. The second part is the source code of
uBOX-Monitor. The third part is the default MPU policies
used for enforcing memory isolation at runtime. First, uBOX-
Compiler compiles all the source code to produce the LLVM
IR bytecode. Subsequently, it runs several LLVM passes to
apply code instrumentation (Section IV-C1) at the link-time
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Fig. 4.  uBOX’s default MPU policies for the Cortex-M4 core. P: Privileged.
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optimization stage to produce an intermediate program image.
After that, our compiler employs a code scanner (Section IV-C2)
to analyze the generated image and verifies that there are no
unsafe instructions left. Otherwise, it will produce a report
to help developers eliminate unsafe instructions. Eventually, a
program image compiled and linked with uBOX-Monitor is
generated as the output.

B. MPU Region Arrangement

In the default memory configuration, the CM7 core and the
CM4 each utilize a separate address range for Flash and SRAM
to store their respective private code and data, yet they share
the peripheral address space (Section II-A). Furthermore, a
portion of SRAM is designed as shared memory between the
two cores to facilitate inter-core communication. Consequently,
our system must establish a security boundary to segregate the
private address spaces of each core and regulate access to the
shared memory.

uBOX-Moni tor utilizes the MPU to regulate the memory
access of the untrusted software at runtime. In our workflow,
uBOX-Monitor uses the default MPU policies (Fig. 3) to
arrange MPU regions. The default MPU policies adhere to
the default memory configuration of the two cores. Note that
we assume that the untrusted software runs at the privileged
level. The policies employ eight MPU regions and an extra
default memory view to protect sensitive memories efficiently
and securely. As depicted in Fig. 4(b), the eight MPU regions of
the default MPU policies are arranged as follows:

e Region 0 is designated to set the entire memory view of the

CM4 core as read-only and non-executable, which meets
Gl1.

e Region 1-3 are reserved for enabling dynamic write ac-
cess to peripherals. If the application is compiled with a
FreeRTOS-MPU, region 3 is reserved for memory write to
extra memory ranges of an untrusted task and regions 1-2
are still reserved for peripherals, which meets GS.
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® Region 4 is designated to set the code memory of the CM4
core as executable, which enables the normal execution of
untrusted software.

® Region 5 is designated to allow the untrusted software to

write its global data, stack, and heap.

® Region 6 and region 7 are designed to protect sensitive

memories. Specifically, they prohibit memory read and
write to the CM7 core’s memory.

To meet G2, the memory of uBOX-Monitor should be
non-writable for untrusted code. The protection to this dedicated
range of memory varies according to the size of the CM4 core’s
writable memory. If the size is a power of 2, which can be
covered by region 5, the final subregion of region 5 will be
disabled and the memory covered by the final subregion is used
to place uBOX-Monitoxr’s writable memory. Otherwise, the
CM4 core’s writable memory will be shrunk to a smaller power
of 2 to fit region 5. Then the CM4 core’s writable memory
uncovered by region 5 will be reserved for uBOX-Monitor.
Moreover, uBOX-Monitor’s code is well placed to ensure
that it is uncovered by region 4. Eventually, uBOX-Monitor’s
memory is regulated by region 0 and configured as read-only and
non-executable, as illustrated in Fig. 4(b). Therefore, if attackers
try to modify the data of uBOX-Monitor or hijack the con-
trol flow to execute uBOX-Monitor’s code, a MemManage
exception will be raised and further handled by our reference
monitor. The default MPU policies are saved to the read-only
memory in Flash, which also meets G2.

C. Fault-Based Configuration Protection

Although uBOX confines the memory access of untrusted
software with the MPU, privileged memory access to system
configurations is always permitted (Challenge I in Section I).
Therefore, attackers can corrupt the MPU policies to break the
isolation with regular store instructions directly. To resolve this
challenge and meet G1, uBOX devises the fault-based configu-
ration protection to confine privileged attackers from tampering
with sandbox policies. uBOX takes two steps to implement this
protection through uBOX-Compiler.

1) Instruction Replacement: uBOX-Compiler eliminates
regular store instructions by transforming them into the un-
privileged store instructions. It utilizes several LLVM passes
to perform instruction analysis and replacement. Note that reg-
ular store instructions of uBOX-Monitor are left unmodified.
However, the ARMv7-M architecture lacks unprivileged coun-
terparts for store exclusive (STREX) instructions. To address
this issue, uBOX provides wrapper functions for them. Further
elaboration on it will be discussed in Section IV-D1. In this
step, unprivileged store instructions are available in other archi-
tectures such as ARMv8-M, which satisfies G3.

2) Code Scanner: As shown in Fig. 3, uBOX-Compiler
integrates a code scanner to check the produced program im-
age and verify that there are no unsafe instructions within the
untrusted software. Unsafe instructions consist of regular store
instructions and system instructions such as CPS and MSR that
can modify system status. Although most unsafe instructions
are eliminated by instruction replacement, a few of them still
exist as assembly code cannot be handled by LLVM passes.

IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. 22, NO. 2, MARCH/APRIL 2025

Moreover, the instruction misalignment issue complicates the
situation [28], [35]. The ARMv7-M architecture incorporates
the Thumb?2 instruction set, which supports instruction lengths
of either 16-bit or 32-bit while maintaining instruction alignment
on a two-byte boundary [32]. A 32-bit instruction can be split
from the middle to form new 16-bit or 32-bit instructions, which
may potentially be unsafe instructions. Therefore, it is still pos-
sible for unsafe instructions to persist within untrusted software.
By exploiting them, adversaries can regain the capability of
breaking the isolation.

uBOX-Compiler traverses the untrusted code to guarantee
the following: 1) The absence of regular store instructions. 2)
The absence of system instructions that modify the FAULTMASK
register outside of secure gates (Section IV-D) and wrapper
functions (Listing 1). Once detecting unsafe instructions, a
report will be generated. The report includes details of mis-
aligned instructions, such as their addresses, mnemonics, and
encoding. Utilizing this report, developers can employ dis-
assemblers such as IDA Pro [47] and Binary Ninja [48] to
quickly find out the source of misaligned instructions and fix
them. Our appendix in the supplementary material illustrates
a few examples of misaligned unsafe instructions and how
to address them. Subsequently, a new program image will be
generated and subjected to further verification. This interactive
process continues until no unsafe instructions are found, which
meets G1.

D. State-Based Execution Protection

Nonetheless, attackers may try to abuse uBOX-Monitor’s
unsafe instructions to break our protection, as those unsafe
instructions are unchanged to support normal functionalities
(Challenge II in Section I). To prevent such attacks, uBOX
devises state-based execution protection to establish a secure
execution domain for our reference monitor through two pri-
mary steps. First, the memory permissions of uBOX-Monitor
are set as read-only and non-executable (Section IV-B). As a
result, attackers cannot execute any unsafe instructions within
it. Second, uBOX uses two secure gates to quickly transition
between the disabled and enabled states of the MPU to facilitate
the normal execution of uBOX-Monitor.

As illustrated in Listing 1 for handling the trusted exceptions,
at the entry_gate, the current execution priority is first
raised to -1 by setting the FAULTMASK register to 1 (Line 5).
Consequently, the MPU is disabled and the execution is confined
by the default memory view only (Fig. 4(c)). Subsequently, the
CPU context including all the general purpose registers and a
status register (xPSR) are saved to the memory which is only
writable by uBOX-Monitor (Line 7). Note that registers from
co-processors such as the Floating Point Unit (FPU) are not
saved as uBOX-Monitor does not use the FPU. Next, the
stack is switched to uBOX-Monitor’s trusted stack (Line 9).
Following this, it invokes the function that handles the exception
(Line 12). Upon the completion of exception handling, the
control flow will transfer to the exit_gate. The stack is
then switched back to the one used by the untrusted software
(Line 15). Next, the saved context is restored (Line 17). After
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1| void Exception_Handler(void) {

2 __asm volatile (

3 entry_gate:

4 /* Set FAULTMASK to 1, raise priority to -1 %/
5 CPSID f

6 /* Save context %/

7 Save {R0-R12,SP,LR,PC,xPSR}

8 /* Switch to uBOX-Monitor's stack */

9 Switch Stack

10 handler_main:

1 /* Handle the exception by uBOX-Monitor x/
12 bl Exception_Handler_Main

13 exit_gate:

14 /* Switch back to untrusted code's stack */
15 Switch Stack

16 /* Restore context */

17 Restore {R0-R12,SP,LR,PC,xPSR}

18 /* Set FAULTMASK to @, recover priority */
19 CPSIE f

20| );

21 |}
Listing 1. Secure Gates Designed for Handling (Trusted) Exceptions of

uBOX-Monitor

(  FAULTMASK=0 FAULTMASK=1 )\
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Fig. 5. Runtime protection of uBOX-Monitor.

that, the execution priority is recovered (Line 19), thereby re-
enabling the MPU. Finally, the control flow will transfer back
to the untrusted code.

Our state-based execution protection effectively prevents
attackers from abusing unsafe instructions within uBOX-
Moni tor, which meets G1. Unlike using code instrumentation
approaches, our secure gates efficiently change the MPU states
and enable the normal execution of uBOX-Monitor, thereby
meeting G4. The hardware primitives required for the state-
based execution protection include the MPU, and the default
memory view, which are fundamental features and can be found
in other architectures such as ARMv8-M, which satisfies G3.

With the secure domain established, uBOX-Monitor can
run its services securely. Specifically, the services include in-
struction emulation, dynamical peripherals activation, and the
secure DMA proxy, as depicted in Fig. 5. These services uphold
the functionality of the untrusted software and confining its
memory access, thereby meeting G1.

1) Instruction Emulation: As discussed in Section IV-C1,
our compiler ensures the absence of regular store instructions,
only unprivileged ones remain. Once an unprivileged store in-
struction writes system configurations, a BusFault exception
will be triggered. Consequently, uBOX-Moni tor utilizes the
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BusFault exception handler to emulate the unprivileged store
instruction.

The process of emulating an unprivileged store instruction
is straightforward. Initially, uBOX-Monitor verifies the fault
status register to validate that the BusFault is indeed trig-
gered by unprivileged access to system configurations. Once
confirmed, it proceeds to retrieve the instruction’s address and
parse the instruction to identify the target address for the write
and the value to be written. After that, uBOX-Monitor checks
the target address to ensure that it is security-insensitive. Specifi-
cally, uBOX-Moni tor prohibits write access to MPU registers
and the Vector Table Offset Register (VTOR). Finally, uBOX-
Monitor writes the parsed value to the target address via a
regular store instruction.

Additionally, uBOX-Monitor provides wrapper functions
for STREX instructions that lack the unprivileged counterparts.
STREX instructions are commonly used together with load
exclusive (LDREX) instructions and both serve as a synchro-
nization primitive for the ARMv7-M architecture. In particular,
an LDREX instruction reads a value from a memory address and
tries to tag that address as exclusive. Following this, an STREX
instruction attempts to write to a tagged address. The 1-bit return
value of the STREX instruction indicates whether the memory
write is successful. Otherwise, the LDREX fails to tag the address
and the above process should repeat. If an exception occurs
between the LDREX and STREX instructions, the exclusive
tag will be automatically cleared. Therefore, uBOX-Monitor
designs wrapper functions for STREX instructions, without the
need for exception handling assistance. As shown in Listing 2,
the wrapper function first raises its execution priority to -1 by
executing a CPS instruction (Line 9). Next it checks the target
address that the STREX instruction writes (Line 10). Finally,
it invokes the function that executes a STREX instruction by
inline assembly. Note that function _strex at Line 1 is located
at uBOX-Monitor’s code memory, which is only executable
between Line 9 and Line 16.

1| uint32_t _strex(uint32_t value, volatile void *addr) {
2 __asm volatile (

3 "STREX %@, %2, %1" :

4 "=&r” (ret), "=Q" (xaddr): "r" (value));

5 return ret;
6
7
8
9

uint32_t strex(uint32_t value, volatile void *addr) {
/* Set FAULTMASK to 1, raise priority to -1 %/
__asm volatile ("CPSID f"); /* entry_gate */

10 if (check_addr(addr) == True) {

1 ret = _strex(value, addr);

12 3}

13 else

14 ret = 1;

15 /* Set FAULTMASK to @, recover priority */

16 __asm volatile ("CPSIE f"); /* exit_gate */

17 return ret;

18|}

Listing 2. Wrapper Function for the STREX Instruction

2) Dynamic Peripheral Activation: As discussed in Sec-
tion IV-B, the memory of peripherals is designated as read-only
by the MPU. Any write to this area will trigger a MemManage
exception. uBOX-Monitor dynamically activates the periph-
eral to facilitate the normal execution of untrusted software.
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Algorithm 1: Dynamic Peripheral Activation & Secure
DMA Proxy.

Data:
Array for peripherals excluding DMA controllers: ArrayPeri
Array for DMA controllers: ArrayDM AC
Number of free MPU regions: FreeRegionNum
ID of the first free MPU region: F'reeRegionStart
ID of the next MPU region for activation: Free RegionNext
Function DynPeriActivation(inst):
addr, value < Parselnst (inst)
foreach peri € ArrayPeri do
if peri.base < addr < (peri.base 4 peri.size) then
base < peri.base
stze 4— peri.size
SetMPURegionRW (F'ree Region N ext, base, size)
UpdateFreeRegionNext (& F'reeRegion Next,
FreeRegionNum, FreeRegionStart)
break
end
end
return
Function SecureDMAProxy (inst):
addr, value < Parselnst (inst)
ch_base + 0
foreach peri € ArrayDMAC do
if peri.base < addr < (peri.base + peri.size) then
‘ ch_base < GetDMAChannelBase (peri.base, addr)

> DMA channel base address.

break
end
end
if ch_base # 0 then
if DMATXHasEnabled (ch_base) = T'rue or ToEnableDMA
(ch_base, addr, value) = True then
if DMATXBenign(ch_base) = T'rue then
| EmulateSTRT (addr, value)
end

else
| EmulateSTRT (addr, value)
end

end
return

This design rationale stems from the observation that a single
peripheral may contain multiple memory-mapped registers that
will be subsequently accessed. Emulating every individual store
instruction that targets the same peripheral will incur unneces-
sary performance overhead.

The process of dynamic peripheral activation is illustrated in
Algorithm 1. First, uBOX-Moni tor parses the store instruction
that triggers the MemManage exception, which is similar to the
process in Section IV-D1. Next, it compares the target address
to an array of peripherals (excluding DMA controllers), to
identify the correct peripheral. These peripherals are arranged
in an ascending order according to their base addresses. Hence,
uBOX-Moni tor applies the binary search method to match the
peripheral. Once the peripheral is identified, uBOX-Monitor
configures the MPU region indicated by FreeRegionNext
and sets the peripheral as readable and writable. Lastly, it updates
the variable FreeRegionNext that indicates the next MPU
region for peripheral activation.

3) Secure DMA Proxy: As studied previously, the data trans-
fers facilitated by the DMA are not restricted by the MPU [21],
[31]. Consequently, it is important to carefully examine every
memory transmission through DMA. We observed that before
issuing the data transmission through a DMA channel, the enable
bit of the control register associated with that DMA channel
must be set to 1. Therefore, uBOX-Monitor only needs to
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examine the DMA configuration if the DMA transmission is
either already enabled or about to be enabled.

As illustrated in Algorithm 1, uBOX-Monitor devises a
secure DMA proxy to handle DMA transactions, which meets
G1. Similarly, it initially compares the target address against an
array of DMA controllers. Once the target DMA controller is
identified, uBOX-Moni tor proceeds to determine the specific
DMA channel that the store instruction accesses. Subsequently,
itidentifies whether the DM A channel is already enabled or if the
store instruction intends to enable the DMA channel. If either
condition is satisfied, uBOX-Monitor thoroughly evaluates
the configuration of that particular DMA channel, ensuring that
the memory transmission process never overlaps with security-
sensitive memories. Conversely, if both the conditions are not
met, uBOX-Monitor simply emulates that (unprivileged) store
instruction.

4) Context Switch: uBOX also designs API functions that
update MPU configurations for FreeRTOS, which meets GS5.
In particular, FreeRTOS employs the PendSV exceptions to
facilitate context switching. During a context switch, the MPU is
updated for the task that is about to be scheduled. Consequently,
the MPU configurations for the task need careful examination.
To this end, uBOX-Monitor re-implemented the PendSv
exception handler and inserted invocations to the API functions,
which verify the MPU configurations for the region configurable
by a task, i.e., region 3 in our design (Section IV-B). The veri-
fication ensures two key aspects: 1) the memory range covered
by region 3 does not overlap with other MPU regions (except
for region 0); 2) the memory permissions defined by region 3
disallow code execution.

5) Environment Initialization: uBOX sets up the initial ex-
ecution environment before executing untrusted code. Specifi-
cally, uBOX-Compi ler inserts an initialization routine before
invoking the main function. The routine takes four essential
steps. First, it activates the handling of BusFault and Mem-
Manage exceptions by setting necessary bits in the System
Handler Control and State Register (SHCSR). Note that this
write operation is also performed through an unprivileged store
instruction. However, the handling of BusFault is not acti-
vated at that time and the BusFault exception will escalate
to a HardFault exception. Hence this instruction emulation
will be performed by the HardFault handler instead, which
is also part of uBOX-Monitor. Second, the routine executes
an SVC instruction and invokes an SVCall to configure the
MPU with default MPU policies. Third, the HFNMIENA bit is
set to O to ensure that the MPU can be deactivated once the
current execution priority is -1. Finally, the execution flow will
transfer to the main function and the untrusted code will run
with privilege.

V. IMPLEMENTATION

We have implemented a prototype of #BOX on the
STM32H7451-DISCO board [44], which features a dual-core
MCU consisting of a CM7 core and a CM4 core. uBOX-
Compiler is implemented as passes based on the LLVM
15.0.0 [49], which includes around 3.0 K lines of C++ code.
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uBOX-Moni tor includes around 2.3 K lines of C and assembly
code, which is compatible with FreeRTOS-MPU version 10.3.1.
Our system also includes around 700 lines of Python code for
generating the default MPU policies.

We also adjust the system initialization procedure for the
board. Upon board power-on, each core independently initializes
its respective clocks and hardware semaphores. The CM4 core
then suspends itself by executing a WFE instruction. Subse-
quently, the CM7 core proceeds to initialize other peripherals.
Afterward, the CM7 core notifies the CM4 core by issuing an
external interrupt. The CM4 core wakes up upon receiving this
interrupt, and both cores continue execution.

Notably, the WFE instruction only suspends the processor
when the 1-bitEvent Registeris(. Otherwise, thisinstruc-
tion simply sets the register to 0 without affecting the execution.
The Event Register canbe automatically set to 1 when an
exception return occurs or after executing an SEV instruction. It
can be set to 0 by a system reset or by executing a WFE instruc-
tion. As uBOX-Moni tor utilizes the MemManage exception
to dynamically activate peripherals (Section IV-D2), multiple
exception returns occurred before the CM4 core executes the
WEE instruction. Consequently, the CM4 core will fail to suspend
itself. To address this issue, we insert an additional SEV followed
by a WFE instruction before the original WFE instruction. This
ensures that the Event Register is set to O when the CM4
core tries to enter into the stop mode.

VI. EVALUATION

In this section, we evaluate the efficiency and effectiveness
of uBOX. In summary, we evaluate our prototype of uBOX to
answer the following research questions:

RQ1 Whatare the security benefits of uBOX? (Section VI-A)

RQ2 How does uBOX prevent attacks targeting the sandbox

itself? (Section VI-B)
RQ3 What is the performance overhead of uBOX? (Sec-
tion VI-C)

A. Security Evaluation

For RQ1, we evaluated the security benefits of uBOX by illus-
trating how uBOX defends various attacks from a compromised
CM4 core in this section. We assume that the CM4 core is com-
promised by attackers through exploiting various vulnerabilities,
such as buffer overflow [50], [51], [52] and integer overflow [53],
[54], [55]. To this end, we modified application PingPong and
inserted additional code to facilitate compromising the CM4
core. In particular, the code receives user input through USART
and contains an integer overflow vulnerability.

Due to shared resources among cores, a compromised CM4
core can exploit various heterogeneous attack vectors to com-
promise the CM7 core. We evaluated the security benefits of our
system in 6 attack cases. As shown in Table I, uBOX successfully
prevents all of them.

Case @ and case ® depend on the reading capability of the
compromised CM4 core. In case @, the CM4 core can read
shared resources between the two cores directly. Furthermore,
it can use MDMA to read the private content from ITCM and
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TABLE I
SECURITY EVALUATION OF THE COMPROMISED CM4 CORE ATTACKING THE
CM7 CORE

Attack Information Security Analysis

Attacks Primitives Baseline uBOX
© Full Memory Dump Arbitrary Read X 4
® Information Leak Specific Read X 4
® Denial of Service Arbitrary Write X 4
@ Data Pointer Corrupt  Specific Write X 4
® Control Flow Hijack Specific Write X 4
® Code Injection Specific Read & Write X v

X: successful. v: prevented.

DTCM of the CM7 core indirectly (Section II-A). Consequently,
the compromised CM4 core in the baseline is able to perform
memory dumping targeting the CM7 core with the arbitrary read
primitive. In case @, attackers can leak sensitive information
such as private password or critical data used by the CM7 core
with the specific read primitive. However, with uBOX enabled,
the read capability of the CM4 core will be restricted. If the CM4
core attempts to read memory that does not belong to itself, an
MemManage exception will be raised and further handled by
uBOX-Monitor.

Case ®@®® depend on the memory write capability of the
compromised CM4 core. Attackers can influence the runtime
behavior of the CM7 core by corrupting its memory. In case ©,
the Denial of Service attack is straightforward. In particular, the
compromised CM4 core can randomly corrupt CM7’s memory,
which would result in a crash eventually. With further infor-
mation leaked through case @, case @® would be feasible. In
case @, once the CM4 core could locate some critical variables,
e.g., variables that control the loop, overwriting to such data
may mislead the data processing of the CM7 core and even
gain a potential arbitrary read/write primitive. Similarly, in case
@, if attackers could locate and corrupt code pointers (e.g.,
function pointers) of the CM7 core, its control flow will be
hijacked. With the deployment of uBOX, CM7’s memory would
be non-writable by attackers.

Case ® code injection attack is a compound result of previous
attack vectors and is more complicated. A compromised CM4
core needs to take three steps to perform this attack. First, the
malicious payload needs to be injected into CM7’s writable
memory. Second, attackers need to hijack the control flow of
the CM7 core to configure its MPU and set the memory of the
previously injected code as executable. Third, attackers need
to divert the control flow of the CM7 core into the injected
code. uBOX successfully defeats this attack as CM7’s memory
is inaccessible to attackers.

B. Security Analysis of uBOX

Although attacks targeting the CM7 core are prevented by
our system, adversaries may compromise #uBOX itself to break
the isolation through control-flow hijacking or data-only attacks.
In this section, to answer RQ2, we analyze the potential attack
vectors of uBOX and how our system prevents them.

Control Flow Hijacking Attacks: Adversaries may directly
hijack CM4’s control flow to execute unsafe instructions and
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disable the MPU. For unsafe instructions from the untrusted
software, uBOX-Compiler employs a code scanner to check
the generated program image. It verifies that the untrusted soft-
ware is free of unsafe instructions (Section IV-C2). For unsafe
instructions from the uBOX-Monitor, the code memory of
uBOX-Moni tor is set as read-only and non-executable by the
MPU (Section IV-B). It guarantees that any unsafe instruction
within the code region cannot be executed.

For indirectly attacks, attackers may try to hijack the control
flow of uBOX-Moni tor to further execute unsafe instructions
within it. Specifically, attackers may attempt to corrupt code
pointers of uBOX-Moni tor including the function pointers or
return addresses. However, uBOX-Monitor’s data and stack
is configured as read-only when running untrusted software
(Section IV-B). Consequently, this attack can be prevented by
uBOX.

Data-only Attacks: This attack vector can be divided into three
parts. First, attackers may try to tamper with security-critical data
of uBOX-Monitor, such as the FreeRegionNext pointer
that indicates the next MPU region for peripheral activation
(SectionIV-D2). Second, attackers may try to corrupt the context
that is saved when entering into uBOX-Monitor’s exception
handlers. Third, attackers may conduct the time-of-check to
time-of-use (TOCTTOU) attack by triggering an controlled
exception to disrupt the execution of uBOX-Moni tor and then
corrupts uBOX-Moni tor’s critical data, such as the MPU con-
figurations of an untrusted task. The first two attack vectors can
be prevented as the memory of saved context is read-only when
running untrusted code. The third one can be prohibited because
the execution of uBOX-Monitor cannot be interfered with. In
particular, the execution priority of uBOX-Monitor has been
lifted to -1 after executing entry_gate (Section IV-D), which
is higher than any other configurable exceptions (Section II-C).

C. Performance Evaluation

For RQ3, we first evaluate it with macrobenchmarks to un-
derstand the overall runtime and memory overhead of uBOX.
Then we evaluate uBOX with microbenchmarks to measure the
performance impact of uBOX’s each component. After that, we
evaluate the manual efforts required for eliminating misaligned
regular store instructions. All the tests were performed on the
STM32H7451-DISCO board [44]. On this board, both CM7 and
CM4 cores have 1 MB Flash memory. It also contains 512 KB
SRAM for the CM7 core and 288 KB SRAM for the CM4 core.
Additionally, it has 64 KB SRAM used for memory sharing.
Each tested program is compiled into two different executable
files. The first one is generated by vanilla programs and used as
the baseline. The second one is compiled with uBOX.

1) Macrobenchmarks: Our macrobenchmarks include 6
representative applications, which are adopted from the
STM32CubeH7 package [56]. This benchmark selection com-
plies with previous works [20], [23], [29]. Their descriptions are
as follows:

FatFs’s CM7 core initially establishes a FAT file system.
After that, each core creates a file, writes a message to the
file, and subsequently reads the message back to verify whether
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the content remains consistent. FatFs halts execution after each
core concludes a comparison of the content read from the FAT
file system against its original counterpart. MDMA_CM4’s CM4
core fills a large buffer with a specific number through MDMA.
Upon completing the memory transmission, the number to be
filled in the buffer will be modified for subsequent memory
transmissions through MDMA. Concurrently, the CM7 core
continuously reads the large buffer to validate if the filled content
aligns with expectations. If the content matches the expected
value, the CM7 core will blink the green LED. Otherwise,
the red LED will blink. MDMA_CM4 stops execution after
the CM4 core fills up the large buffer (by MDMA) for 10
times. Shared_Res’s two cores operate in tandem, utilizing a
shared semaphore to synchronize their access to the USART
peripheral. When a core obtains the permission to utilize the
USART, it proceeds to print a message through this peripheral
while simultaneously causing the green or red LED to blink
accordingly. This process continues until the CM4 core has
printed 10 messages. Share_Res finishes execution after the
CM4 core prints 10 messages through the USART. Bare_ CM4’s
CM7 core executes a FreeRTOS task that periodically transmits
a message to the CM4 core via shared memory. The CM4 core
receives the message and verifies its content. If the received
message is consistent with the expected one, the green LED will
be blinked. Otherwise, the red LED is blinked instead. Note that
the application code running on the CM4 core is bare-metal.
Bare_CM4 terminates its execution once the CM4 core receives
the anticipated message from the CM7 core for 10 iterations.
RTOS _Dual’s CM7 core runs two FreeRTOS tasks. The first
task continuously sends messages to the two FreeRTOS tasks on
the CM4 core. CM4 Core’s two tasks alternate in receiving the
messages and validating their content. Whenever the received
content corresponds to the expected value, the respective task
increments its associated count. Additionally, the CM7 core has
a separate check task that periodically reads the counts of the two
CM4 tasks. If the counts differ from the previously read ones, the
check task signals this by blinking the green LED, indicating that
the CM4 core’s two tasks are operating normally. Conversely, the
red LED is activated. RTOS_Dual finishes execution after either
task of the CM4 core receives its expected message from the
CMT7 core for 10 times. PingPong’s CM7 core sends a message
to the CM4 core. The message contains a number starting at
0. The CM4 core receives this message, extracts the number,
increments it by 1, and subsequently transmits it back to the
CM7 core. This back-and-forth message exchange between the
two cores continues until the number reaches 2000. CoreMark
is a performance benchmark for MCUs. We ported CoreMark
to PingPong’s CM4 core, setting it to run 4000 iterations. The
iterations per second reported by it is used as the results of
runtime overhead.

Runtime Overhead: We use the DWT unit [57], which is a
common hardware feature in Cortex-M MCUSs, to collect the
number of CPU cycles executed by the CM4 core at runtime for
each individual application. Specifically, we gather two distinct
timestamps, i.e., before and after the execution of function
main. Furthermore, we measure additional CPU cycles required
for booting the CM4 core, i.e., prior to executing main. By
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adding the difference between the two aforementioned times-
tamps and the increased CPU cycles for system booting, we
obtain the increased CPU cycles for uBOX. Each application is
tested for 5 iterations.

As demonstrated in Fig. 6, the average runtime overhead
incurred by uBOX is 1.27%, which is negligible. The Ping-
Pong application incurs a maximum runtime overhead, which
is 6.43%. Such an occurrence can be attributed to the compar-
atively small number of overall consumed CPU cycles for the
PingPong baseline.

SRAM Overhead: We utilized the llvm-size tool to gather
section information from both the vanilla and instrumented
executable files of each tested application. As demonstrated
in Fig. 7(a), the average increase in SRAM usage for uBOX
amounts to 36.50X. The application with the maximum SRAM
overhead is Shared_Res, exhibiting a substantial increase of
151.70X. This is primarily due to the fact that the vanilla version
of this application requires only 216 bytes of SRAM, whereas
uBOX necessitates a considerably larger 32 KB. Conversely,
RTOS_Dual showcases the smallest SRAM increase, which is
0.35X. In this case, the vanilla program requires 91.72 KB of
SRAM, while uBOX requires 32 KB.

As discussed in Section IV-B, a portion of high-address
SRAM of the CM4 core is reserved to place the data and stack of
uBOX-Monitor. The protection is achieved by either disabling
the final subregion of region 5 or shrinking the memory of
region 5 to uncover this dedicated memory. Consequently, its
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TABLE II
CONSUMED CPU CYCLES OF MICROBENCHMARKS

Microbenchmark Baseline  #BOX (Increased)
Instruction Emulation 58 2021 (+1963)
STREX Wrapper 112 678 (+566)
Dynamic Peripheral Activation 28 1639 (+1611)
Secure DMA Proxy 1430 31918 (+30488)
System Boot 164 8950 (+8786)
Context Switch 331 927 (+596)

size accounts for approximately 12.5% (1/8) of the SRAM for
the CM4 core, which is constant and will not cause excessive
memory pressure at runtime. Despite the relatively high SRAM
overhead associated with uBOX, the increase in SRAM con-
sumption remains reasonable and acceptable.

To reduce SRAM overhead, an MPU region (1-3), originally
for dynamic peripheral activation (Section IV-B), could be reas-
signed to protect the memory range of uBOX-Monitor’s data
and stack. Consequently, the SRAM for uBOX-Monitoxr’sdata
stack could be reduced.

Flash Overhead: The Flash overhead includes code instru-
mentation, uBOX-Monitor’s code, and memory fragmenta-
tion. As depicted in Fig. 7(b), the average Flash increase amounts
to 0.83X. The maximum Flash overhead is 1.47X in the case
of MDMA_CM4. On the other hand, RTOS_Dual presents the
minimum Flash overhead, which is 0.11X. Among the tested
applications, the primary factor of the Flash overhead is memory
fragmentation, which is caused by the strict address alignment
requirement imposed by the MPU regions (Section IT). To enable
code execution of untrusted software, uBOX places the code
sections (e.g., the . text section) to the address aligned to their
power of 2 sizes as discussed in Section IV-A. Overall, the Flash
overhead demonstrated by uBOX is moderate.

2) Microbenchmarks: We design 6 microbenchmarks to un-
derstand the performance impact of each individual functionality
of uBOX. The process of measuring the overhead is similar
to the evaluation of macrobenchmarks in Section VI-C1. Each
microbenchmark is evaluated for 5 iterations.

Instruction Emulation: To evaluate the additional CPU cy-
cles required for emulating an STRT instruction, we use inline
assembly code that sets and clears the USGFAULTENA bit of
the SHCSR register, which enables and disables handling the
UsageFault exception. For the purpose of triggering instruc-
tion emulation (Section IV-D1), we use STRT instructions to
write this bit. In the baseline, we use regular store instructions
instead. As the results demonstrated in Table II, our system
introduces additional 1963 cycles by emulating one STRT in-
struction twice. This overhead stems from various operations,
such as saving and restoring context for handling BusFault,
analysis of the triggering instruction, verification of the target
address, and writing the value to the target address. Context
saving involves saving registers to stack while context restoring
involves restoring registers from stack (Listing 1).

STREX Wrapper: This microbenchmark measures the over-
head of wrapper functions for the STREX instruction. We utilize
this wrapper (Section IV-D1) in conjunction with a LDREX
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instruction to form an atomic write operation. Conversely, we
directly use the STREX instruction in the baseline. Specifically,
we employ this operation to consecutively write 1 and O to the
least significant bit of a 32-bit integer. As shown in Table II,
uBOX-Monitor incurs additional 566 cycles. The overhead
of the wrapper is significantly lower compared to instruction
emulation as it requires no context switch.

Dynamic Peripheral Activation: This benchmark measures
the overhead associated with dynamic peripheral activation
by writing 0 to the UE bit of the USART control register
(USART_CR1). For the application compiled with uBOX, the
memory write operation to this bit triggers a MemManage
exception, which is subsequently handled by uBOX-Monitor
(Section IV-D2). According to the results illustrated in Table II,
our system incurs an additional 1611 cycles of overhead. This
overhead encompasses various factors, including the context
switch required for handling the MemManage exception, in-
struction parsing, the identification of the target peripheral, and
the reconfiguration of the reserved MPU region.

Secure DMA Proxy: This synthetic benchmark measures the
overhead of a complete DMA operation. Specifically, it involves
filling a large buffer with a specific number through MDMA.
Once the memory transmission ends, a callback function is
invoked to modify a global variable, which indicates the status of
the DMA operation. As demonstrated in Table II, uBOX incurs
an additional 30488 cycles of overhead. Unlike other ordinary
peripherals, uBOX-Monitor needs to carefully examine ev-
ery write operation to the memory-mapped registers of DMA
controllers (Section IV-D3).

System Boot: This benchmark measures the overhead of
initializing the execution environment by uBOX-Monitor.
Specifically, uBOX-Monitor performs two steps for initial-
ization before invoking the main function (Section IV-D1). As
depicted in Table II, our system incurs an additional 8786 cycles
of overhead. This additional overhead occurs only once.

Context Switch: The context switch in FreeRTOS is executed
through the PendSV exception. To quantify the additional over-
head of a context switch, we manually add instructions at the be-
ginning and end of the PendSV exception handler to collect the
consumed CPU cycles. As shown in Table II, uBOX-Monitor
introduces an additional 596 cycles of overhead for a context
switch. This overhead arises from the validation of the MPU
region settings provided by untrusted tasks and updating the
MPU. Specifically, the validation includes checking the memory
range and permissions of the provided MPU configurations.

3) Efforts of Removing Misaligned Regular Store Instruc-
tions: As discussed in Section IV-C2, our system requires man-
ual work to remove misaligned regular store instructions. To
quantify this effort, we measured the prevalence of such instruc-
tions across 7 applications in our macrobenchmarks. Specifi-
cally, uBOX-Compiler examined 2- or 4-byte sequences at
2-byte intervals from the start of the code section (. text) in
each application built with uBOX, employing capstone [58] to
determine whether those sequences could constitute a regular
store instruction. If so, uBOX-Compi ler analyzed subsequent
instructions to assess their exploitability. If an undefined instruc-
tion was reached before a control flow transition instruction (e.g.,
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TABLE III
COUNT OF MISALIGNED REGULAR STORE INSTRUCTIONS

Application Code Size (KB)  Count
FatFs 77.75 667.0
MDMA_CM4 18.89 144.0
Shared_Res 21.30 140.0
Bare_CM4 52.81 292.0
RTOS_Dual 51.00 287.0
PingPong 37.96 232.0
CoreMark 72.35 392.0
Average 47.44 307.7

branches, breakpoints, or pops affecting the PC register), the
preceding store instruction was considered as non-exploitable.
Otherwise, uBOX-Compi ler identified it as a misaligned store
instruction requiring further attention.

Table III shows that the number of misaligned regular store
instructions correlates with the size of the . text section. The
average count is 307.7. FatFs has the highest number due to
the largest . text section of around 77.75 KB. Conversely,
Shared_Res has the lowest count, with the second smallest
. text section size of around 21.3 KB.

VII. RELATED WORK

Memory Isolation for Embedded Systems: Extensive research
has been dedicated to enforcing memory isolation in embed-
ded systems through software-based or hardware-assisted ap-
proaches. Regarding software-based methods, memory isolation
depends on memory-safe programming languages, such as We-
bassembly [59] and embedded Rust [60]. eWASM [17] adopts
Webassembly to ensure memory safety and type safety at the
thread level. Additionally, CRT-C [18] utilizes CheckedC [61]
to constrain memory access for each compartment. While suit-
able for new development, these approaches generally require
a re-implementation of existing code (including RTOS) which
hinders adaptability.

Hardware-assisted approaches leverage hardware features,
such as the MPU and privilege modes, to facilitate memory
isolation. For instance, MINION [19] ensures memory iso-
lation for the RTOS-based embedded systems at the thread-
level. ACES [20] compartmentalizes the program into compart-
ments and enforces compartment-level memory isolation. ACES
supports flexible policies to partition a program. Similarly,
OPEC [23] divides the program at the operation granularity. To
achieve fine-grained memory isolation, OPEC generates shadow
copies of shared global variables of each compartment. Since
memory transmission through DMA is not regulated by the
MPU, D-BOX [21] designs secure DMA APIs for untrusted
software to protect embedded systems from DMA based attacks.
However, malicious input from peripherals can also threaten em-
bedded systems. To defend such attacks, M2MON [22] sanitizes
the malicious writes from untrusted code to memory-mapped
registers of peripherals and filters out malicious signals from
the physical world.

The aforementioned hardware-assisted approaches necessi-
tate privilege separation to protect their reference monitors.
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Consequently, untrusted code is forced to execute at the un-
privileged level. To execute privileged instructions from un-
trusted code properly, frequent context switches are required.
Intra-address space mechanisms, which do not require privilege
separation, are more efficient. EC [36] runs untrusted compart-
ments and the reference monitor at the same privileged level. To
constrain privileged attackers, EC employs the debug watchpoint
to trap the write operations targeting security-sensitive system
configurations. Any attempt to modify the sensitive memory
will trigger a DebugMon exception, which is further managed
by EC. SHERLOC [62] utilizes the Micro Trace Buffer feature
of the ARMv8-M architecture to monitor the control flow of both
unprivileged and privileged code from the non-secure world. Its
reference monitor runs within the secure world. uBOX achieves
memory isolation and protects its reference monitor at the same
privileged level with untrusted code.

Security Mitigation for Embedded Systems: Apart from en-
forcing memory isolation, various research works mitigate spe-
cific attacks to embedded systems. Shen et al. [63] achieves
Execute-Only-Memory (XOM) against information leak at-
tacks. Specifically, it uses the debug watchpoint to monitor all
the read operations to the protected code memory. uXOM [28]
utilizes unprivileged load instructions to deprive the read ca-
pability of untrusted code, while simultaneously keeping code
executable. Additionally, uXOM employs unprivileged store
instructions to protect MPU configurations similar to uBOX.
RECFISH [64], uRAI [29], and Silhouette [30] protect the
return address integrity of embedded systems. In particular,
uBOX uses the isolated memory domain to securely execute the
reference monitor for SFI. Kage [31] enforces holistic control
flow integrity on RTOS-based embedded systems. Furthermore,
HERA [65] and RapidPatch [66] propose hotpatch approaches,
which patch the read-only code of embedded systems without
modification at runtime. EPOXY [67], Randezvous [68], and
HARM [69] use randomization techniques to defend against
code reuse attacks. These studies are orthogonal to uBOX.

Strengthened Security Primitives: Plenty of research works
aim to propose new or strengthen existing secure primitives
for embedded devices to extend their applications. DICE [70]
and Lazarus [71] provide mechanisms for regaining control
over remotely deployed embedded devices, even if they suf-
fer complete compromise. These protection mechanisms are
independent of memory isolation methods and complement our
system. PISTIS [72] proposes a software based security archi-
tecture which enables efficient memory isolation. In particular,
it targets TT MSP430 MCUs [73], which use an instruction set
where indirect memory access and indirect control flow transfer
can be distinguished from their direct counterparts, setting it
apart from the ARMv7-M architecture. MyTEE [74] establishes
a trusted execution environment on the ARMv8-A based em-
bedded systems that lack critical TrustZone extensions. This is
accomplished by carefully using the 2-stage address translation
and the secure monitor mode. RT-TEE [75] strengthens the ARM
TrustZone with availability, ensuring the timely completion of
real-time tasks. uBOX uses a novel approach to run the reference
monitor at a permissive memory view and confines privileged
attackers with the MPU.
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VIII. DISCUSSION

Applications Modifying the MPU: Currently, our reference
monitor prohibits applications from writing to MPU registers.
Therefore, any attempt by an application to set the MPU will
be denied. However, some applications may require MPU cus-
tomization. To accommodate these, we can repurpose one of the
MPU regions (1-3), initially for dynamic peripheral activation
(Section IV-D2), for applications needing customized MPU
configurations. Applications will be confined to this specific
region’s configuration without disrupting the existing security
policy.

Confidentiality of the Reference Monitor: Currently, the con-
fidentiality of the uBOX-Monitor cannot be guaranteed. This
limitation arises from the limited number of MPU regions avail-
able in the ARMv7-M architecture. In particular, the memory
permissions for the uBOX-Monitor’s code and data are set
to read-only and non-executable when executing untrusted soft-
ware. Although the integrity of the uBOX-Monitor’s code
and data is ensured, attackers can still freely read the memory of
our reference monitor, thereby compromising its confidentiality.
Note that in MCUs equipped with the MPU with more than 8
MPU regions, such as the Cortex-M33 [76] MCU, two dedicated
MPU regions can be reserved to establish no-access permissions
for uBOX-Monitor’s memory. Therefore, any unauthorized
memory read to uBOX-Monitor will be prohibited.

Scalability of uBOX: Our system utilizes unprivileged store
instructions and the MPU bypass feature to create a secure envi-
ronment for uBOX-Moni tor. Itis compatible with ARMv8-M
Main extension MCUs, which include both features [37]. How-
ever, it’s not applicable to ARMvS8-M Baseline [77] or ARMv6-
M [78] MCUs due to the absence of the MPU bypass feature. In
RISC-V MCUs, Physical Memory Protection (PMP) [79] can
be employed, akin to the MPU, to set memory permissions over
physical addresses. To establish a secure execution environment
at the M-mode, where unsafe operating systems may operate,
the Smepmp extension and PMP configuration locking feature
can be used. Unlike the MPU, PMP is configured via Control and
Status Register (CSR) instructions, not memory load and store
instructions. Hence, any CSR instructions that alter the PMP
must be substituted with call gates, as there are no unprivileged
equivalents for CSR instructions.

Harden Existing Protections: Recent security protections for
ARMvV7-M based embedded systems (e.g., uXOM [28]) rely on
SFI to instrument unaltered regular store instructions, thereby
safeguarding the MPU configurations. Moreover, additional
mechanisms are required to enforce control flow integrity to
ensure that the SFI cannot be circumvented. In contrast, uBOX
uses the state-based execution protection to prevent regular store
instructions and other system instructions of uBOX-Monitor
from being abused by attackers. In the future, we plan to improve
existing protections with our state-based execution protection.

IX. CONCLUSION

Multicore embedded systems employ a heterogeneous ar-
chitecture that consolidate varying performance cores into one
MCU. These cores serve different purposes, with LITTLE cores
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processing external inputs and big cores handling computation-
intensive tasks. Due to the resource sharing among cores, the
compromise of one core will affect the whole system. Existing
hardware-assisted SFI mechanisms adopt the MPU to enforce
memory isolation over untrusted software. However, they rely
on privilege separation and code instrumentation to protect the
isolation policies from unauthorized modifications.

In this paper, we propose uBOX, a lightweight sandbox for
multicore embedded systems. Similar to previous works, uBOX
restricts the memory access of untrusted software through the
MPU. On the contrary, uBOX isolates the untrusted software at
the same privileged level. To prevent attackers from modifying
isolation policies, uBOX devises the fault-based configuration
protection and traps any write access from untrusted software
towards system configurations. To prevent attackers from abus-
ing uBOX-Monitor’s code, uBOX devises the state-based
execution protection to securely host uBOX-Monitor with
the default memory view. Reusing uBOX-Monitor’s code by
attackers is prohibited by the MPU as its memory is configured as
read-only and non-executable when running untrusted software.
Our evaluation demonstrates that uBOX incurring negligible
runtime overhead, moderate Flash overhead, and reasonable and
constant SRAM overhead.
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