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Abstract

We present a unified deterministic approach for experimental design problems using the method
of interlacing polynomials. Our framework recovers the best-known approximation guarantees for the
well-studied D/A/E-design problems with simple analysis. Furthermore, we obtain improved non-trivial
approximation guarantee for E-design in the challenging small budget regime. Additionally, our approach
provides an optimal approximation guarantee for a generalized ratio objective that generalizes both D-
design and A-design.
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1 Introduction

Experimental design is a classical problem in statistics [Puk06], which recently found wide applications from
machine learning (e.g., active learning, feature selection, data summarization) to numerical linear algebra
(e.g., column subset selection, sparse least squares regression) to graph algorithms (e.g., total effective
resistance minimization, algebraic connectivity maximization). We refer the reader to [SX20, AZLSW21,
NST22, LZ22b, LZ22a, LWZ23] and the references therein for additional background and related applications.

In experimental design problems, we are given vectors v1, . . . , vm ∈ Rd and a budget k ≥ d as input, and
the goal is to choose a multiset S of k vectors so that

∑
i∈S viv⊤

i optimizes some objective function that
measures the “diversity” of a solution. The most popular and well-studied experimental design objective
functions are:

• D-design: Maximizing
(
det
(∑

i∈S viv⊤
i

)) 1
d ,

• A-design: Minimizing tr
((∑

i∈S viv⊤
i

)−1
)
,

• E-design: Maximizing λmin

(∑
i∈S viv⊤

i

)
.

All three problems are computationally hard to solve exactly [SEFM15, NST22, cMI09]. The following
convex programming relaxations1 have been widely used in designing efficient approximation algorithms for
these problems [SX20, NST22, AZLSW21], where we denote x(i) as the i-th entry of the vector x .

minimize
x∈Rm

det

( m∑
i=1

x(i)viv⊤
i

)− 1
d

or tr

( m∑
i=1

x(i)viv⊤
i

)−1

or

(
λmin

( m∑
i=1

x(i)viv⊤
i

))−1

subject to

m∑
i=1

x(i) ≤ k,

x(i) ≥ 0, for i ∈ [m].

(1.1)

1.1 Previous Work

Nikolov, Singh, and Tantipongpipat [NST22] designed a proportional volume sampling technique to pro-
vide a k/(k − d + 1)-approximate rounding algorithm for D-design and A-design, which implies a (1 + ε)-
approximation when k ≳ d/ε (i.e., k ≥ cd/ε for some large constant c). These rounding results are optimal
when k is large in the sense that the approximation ratios match the integrality gaps of the relaxations in
(1.1). The approximation ratio can be further improved to the constant e for D-design when k = d [NST22].

Allen-Zhu, Li, Singh, and Wang [AZLSW17, AZLSW21] developed a general regret minimization framework
to provide a (1+ε)-approximate rounding algorithm for all D/A/E-design when k ≳ d/ε2, which is optimal for
E-design but not optimal for D/A-design. Lau and Zhou [LZ22a] refined the regret minimization framework
and designed a randomized local search method to unify the optimal guarantees for D/A/E-design. The
randomized local search algorithm is relatively easy to describe, but the analysis is quite involved and also
cannot handle the regime where k is close to d.

To summarize, there is no simple unifying approach that can recover optimal guarantees for all D/A/E-
design for all k ≥ d. In particular, to the best of our knowledge, the regime of E-design when k is close to d
(e.g., when d ≤ k ≤ 2d) has not yet been well-explored in the literature.

1For consistency, we present all D/A/E-design as minimization problems and thus the approximation ratios in the later
discussions will all be greater than one.
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1.2 Our Results

The method of interlacing polynomials was introduced by Marcus, Spielman, and Srivastava [MSS15a,
MSS15b, MSS22], which led to the resolution of the long-standing Kadison-Singer problem [MSS15b]. The
starting point of this work is to note that the restricted invertibility problem studied in [MSS22] is essentially
the E-design problem when k < d. Our main contribution is to show that the method of interlacing polyno-
mials, coupled with the convex programming relaxations in (1.1), provides a simple deterministic framework
for designing rounding algorithms for experimental design problems.

Theorem 1.1. For any k ≥ d, there is a
(
1−
√
(d− 1)/k

)−2
-approximation deterministic rounding algorithm

for E-design using the method of interlacing polynomials. The rounding algorithm runs in O(kmdω+1) time,
where ω is the matrix-multiplication exponent.

Theorem 1.1 recovers the optimal approximation ratio in [AZLSW17, AZLSW21] for E-design when k is
large, achieving (1 + ε)-approximation when k ≳ d/ε2. Moreover, it provides a nontrivial guarantee in the
regime where k is close to d. In particular, when k = d, Theorem 1.1 implies a d2-approximation algorithm for
E-design. Note that a folklore result (which was not explicitly mentioned in the literature to our knowledge)
is that any c-approximate solution for A-design is a cd-approximate solution for E-design. Thus, the A-design
algorithm in [NST22] is also a kd/(k− d+1)-approximation algorithm for E-design. However, this bound is
suboptimal when k is getting away from d. For example when k = 2d, it gives a O(d) approximation while
Theorem 1.1 gives a constant approximation.

Furthermore, we made some interesting observations to use the method of interlacing polynomials for D/A-
design, which allow us to recover the optimal approximation ratios in [NST22] under a unified framework.

Theorem 1.2. For any k ≥ d, there is a k · ((k − d)!/k!)
1
d -approximation deterministic rounding algorithm

for D-design using the method of interlacing polynomials. The rounding algorithm runs in O(kmdω+1) time.

Note that k·((k−d)!/k!)1/d ≤ k/(k−d+1), which implies a (1+ε)-approximation when k ≳ d/ε. When k = d,

the above approximation guarantee is d · (1/d!) 1
d ≤ e, recovering the result in [NST22]. We remark that, for

D-design, our algorithm is essentially equivalent to the derandomized algorithm in Section 5 of [SX20]

Theorem 1.3. For any k ≥ d, there is a k/(k− d+ 1)-approximation deterministic rounding algorithm for
A-design using the method of interlacing polynomials. The rounding algorithm runs in O(kmdω+1) time.

In addition, the algorithmic framework can also be extended to the generalized ratio objective introduced
in [NST22], which generalizes both D-design and A-design objectives. We refer the reader to Appendix A
for more details about the definition of the generalized ratio objective and our results.

To summarize, the method of interlacing polynomials provides the first deterministic framework that unifies
all the optimal guarantees for D/A/E-design as well as for the generalized ratio objective. Comparing with
the randomized local search approach in [LZ22a], our framework provides considerably simpler analyses and
also covers the whole regime of k ≥ d.

1.3 Technical Overview

To motivate the method of interlacing polynomials for experimental design problems, we start with a failed
probabilistic approach of solving E-design. Let v1, . . . , vm ∈ Rd be the input vectors and x ∈ Rm

+ be an
optimal fractional solution to (1.1) with

∑m
i=1 x(i) = k. Suppose we sample k i.i.d. random vectors u1, . . . , uk

from {v1, . . . , vm} with replacement, where vj is sampled with probability 1
kx(j) for all j ∈ [m] in each round.
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The classical probabilistic method asserts that there exists a solution (s1, . . . , sk) ∈ [m]k such that

λmin

(
k∑

i=1

vsiv
⊤
si

)
≥ E

[
λmin

(
k∑

i=1

uiu⊤
i

)]
.

To find such a solution (s1, . . . , sk) efficiently, the conditional expectation method fixes an si ∈ [m] in each
iteration so that

E
[
λmin

( k∑
j=1

uju⊤
j

) ∣∣∣∣u1 = vs1 , · · · , ui = vsi

]
≥ E

[
λmin

( k∑
j=1

uju⊤
j

) ∣∣∣∣u1 = vs1 , · · · , ui−1 = vsi−1

]
.

However, this approach fails for two reasons: (1) the bound E[λmin(
∑k

i=1 uiu⊤
i )] could be too small comparing

to the optimal value of the convex programming relaxation in (1.1)2, and (2) we do not know how to efficiently
compute all conditional expectations.

The method of interlacing polynomials can be treated as a more powerful variant of the classical probabilistic
method. We present an informal discussion here and refer the reader to Section 2 for formal definitions.
To address the first issue of a small expected minimum eigenvalue, note that the minimum eigenvalue
λmin(

∑k
i=1 uiu⊤

i ) is exactly the minimum root of the characteristic polynomial det(xId−
∑k

i=1 uiu⊤
i ). Instead

of considering the expected minimum eigenvalue E[λmin(det(xId −
∑k

i=1 uiu⊤
i ))], the method of interlacing

polynomials considers the minimum root of the expected characteristic polynomial

λmin

(
E

[
det

(
xId −

k∑
i=1

uiu⊤
i

)])
, (1.2)

where the expectation is moved inside. We note that this could be much larger than the expected minimum
eigenvalue3. Indeed, an important point in our analysis is that the quantity (1.2) can be related to the
optimal value of the convex relaxation (1.1); see Section 3.1.

As an analog to the classical probabilistic method, we would like to conclude that there exists a solution
(s1, . . . , sk) ∈ [m]k such that

λmin

(
k∑

i=1

vsiv
⊤
si

)
= λmin

(
det

(
xId −

k∑
i=1

vsiv
⊤
si

))
≥ λmin

(
E

[
det

(
xId −

k∑
i=1

uiu⊤
i

)])
.

Marcus, Spielman, and Srivastava [MSS22] developed an interesting method to prove it by organizing the

mk real-rooted characteristic polynomials det(xId−
∑k

i=1 vsiv
⊤
si ) (one for each fixed (s1, . . . , sk) ∈ [m]k) into

a hierarchical structure (or a rooted-tree) called interlacing family such that all the mk characteristic poly-
nomials are the leaves of the tree and each internal node labelled by (s1, . . . , si) is a real-rooted polynomial
that is a convex combination of the children polynomials, which can be written in the form of a conditional
expected characteristic polynomial

E

det
xId −

k∑
j=1

uju⊤
j

∣∣∣∣∣∣ u1 = vs1 , · · · , ui = vsi

 . (1.3)

2For example, suppose the input contains d copies of a standard basis and k = d. In this case, the optimal fractional solution
is x(i) = 1/d for all i ∈ [m] and the optimal value of (1.1) is 1. However, E[λmin(

∑k
i=1 uiu⊤

i )] = 1/dd tends to 0 as d → ∞.
Thus, this basic probabilistic method does not provide a bounded approximation ratio.

3In the example in footnote 2, as what we will show later in Section 3.1, the minimum root of the expected polynomial is at
least (1−

√
(d− 1)/k)2, which is much larger than the expected minimum eigenvalue 1/dd.
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Moreover, the children polynomials of an internal node have a “common interlacing”, which means that
there exist disjoint intervals Ij ⊂ R such that the j-th largest roots of the children polynomials are all in Ij .
In other words, there are points on the real line that interlace/separate the j-th largest roots of the children
polynomials for different j. This property leads to the name “interlacing family”, and it guarantees that the
parent polynomial is also real-rooted [MSS22, Theorem 2.10] and thus the minimum eigenvalue of (1.3) is
well-defined. More importantly, the “interlacing” property also ensures that the minimum root of the parent
polynomial is “sandwiched” by the minimum roots of the children polynomials (see Theorem 2.2). Thus, the
interlacing family structure naturally leads to a greedy algorithm that mimics the conditional expectation
method: In each round i, we fix an si ∈ [m] such that

λmin

(
E
[
det

(
xId −

k∑
j=1

uju⊤
j

) ∣∣∣∣u1 = vs1 , · · · , ui = vsi

])

≥ λmin

(
E
[
det

(
xId −

k∑
j=1

uju⊤
j

) ∣∣∣∣u1 = vs1 , · · · , ui−1 = vsi−1

])
,

which can also be seen as following a path from the root to a leaf in the interlacing family.

Given any internal node (s1, . . . , si), [MSS22] provides an efficient way to compute the conditional expected
characteristic polynomial (1.3) and an approximate minimum root with high accuracy. This addresses the
second issue about efficiently implementing the algorithm.

To extend the approach to D/A-design, note that the polynomial associated with a leaf (s1, · · · , sk) in the
interlacing family can be written as

p(x) =

d∏
i=1

(x− λi) = det

xId −
k∑

j=1

vsjv
⊤
sj

 ,

where λ1 ≤ · · · ≤ λd are the eigenvalues of
∑k

j=1 vsjv
⊤
sj . We observe that

• The constant coefficient of p(x) is p(0) =
∏d

j=1(−λj) and thus (−1)d · p(0) =
∏d

j=1 λj is exactly the
D-design objective value of the solution (s1, . . . , sk);

• The linear term coefficient of p(x) is p′(0) =
∑d

i=1

∏
j ̸=i(−λj) and thus −p′(0)/p(0) is exactly the

A-design objective value of the solution (s1, . . . , sk).

This notion of D/A-design “objective value” of a solution can be naturally extended to all internal polyno-
mials in the interlacing family, i.e., conditional expected characteristic polynomials in (1.3). Interestingly,
we can show that the D/A-design objective value of an internal polynomial is also “sandwiched” by the
objective values of the children polynomials. Therefore, the greedy algorithm for E-design that trickles down
the interlacing family tree from the root can also be carried over to D/A-design. We remark that the “inter-
lacing” property of the interlacing family is not required to derive the “sandwiching” property we need for
D/A-design objectives. See Section 3 for the formal description of the algorithms and the full analyses.

Finally, we note that the method of interlacing polynomials has been used for the restricted invertibility
problem [MSS22] and the subset selection problem [XX21], and some of the analyses in this paper were
inspired by those in [MSS22, XX21]. However, by incorporating the convex programming relaxation (1.1),
we obtain approximation guarantees that are much stronger than in [MSS22] and [XX21].
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1.4 Notations

We use italic sans-serif font for vectors and matrices, e.g., x , A, and use subscripts to indicate different objects,
e.g., v1, v2, . . . for vectors and A1,A2, . . . for matrices. To avoid confusion, we denote v(i) as the i-th entry
of a vector v . We write Id as the d-dimensional identity matrix. We denote ∂x as the partial differentiation
operator with respect to x. We write f ′ as the derivative of a univariate function f , and write f (k) as the
k-th derivative. Given a real-rooted degree-d polynomial p(x) ∈ R[x], we denote λ1(p) ≤ λ2(p) ≤ · · · ≤ λd(p)
as the roots of p, and denote λmin(p) := λ1(p) as the minimum root of p.

2 The Interlacing Family

First we review some concepts from [MSS22]. Let p be a real-rooted degree d + 1 polynomial with roots
λ1 ≤ · · · ≤ λd+1 and q be a real-rooted degree d polynomial with roots µ1 ≤ · · · ≤ µd. We say the roots of q
interlace p if λ1 ≤ µ1 ≤ λ2 ≤ · · ·µd ≤ λd+1. In other words, if we drew the roots of p and q on the real line,
they alternate. An interlacing family of polynomials is defined as follows.

Definition 2.1 ([MSS22, Definition 2.5]). An interlacing family consists of a finite rooted tree T and a
labeling of the nodes v ∈ T by monic real-rooted polynomials fv(x) ∈ R[x] of the same degree. Furthermore,
the polynomials satisfy the following two properties:

1. Every polynomial fv(x) corresponding to a non-leaf node v is a convex combination of the polynomials
corresponding to the children of v.

2. For all nodes v1, v2 ∈ T with a common parent, all convex combinations of fv1(x) and fv2(x) are
real-rooted.

The second property guarantees that the children polynomials of an internal node have a “common inter-
lacing”, such that there exists a polynomial g that interlaces all the children polynomials (see Section 2
of [MSS22]). In particular, the interlacing property leads to an important “sandwiching” property of the
roots of the polynomials that will be useful for bounding the roots of the children in the tree.

Theorem 2.2 ([MSS22, Theorem 2.7]). Suppose we are given an interlacing family of degree d polynomials.
Let v be an internal node of the interlacing family labeled with a polynomial fv. Then, there exist children u
and u′ of v such that

λmin(fu) ≥ λmin(fv) ≥ λmin(fu′).

This implies that there exists a leaf u such that λmin(fu) ≥ λmin(f∅).

The interlacing family used in this work incorporates a fractional solution x ∈ Rm
+ of the convex programming

relaxation in (1.1) using the following sampling scheme. Suppose we are given vectors v1, · · · , vm ∈ Rd and
a fractional solution x ∈ Rm

+ with
∑m

i=1 x(i) = k. Let u1 · · · , uk be i.i.d. random vectors sampled from
{v1, · · · , vm} with replacement, where vj is sampled with probability 1

kx(j) for all j ∈ [m] in each round.
Our interlacing family is formed by an m-ary tree with depth k + 1, where the root is labeled by ∅, and for
0 ≤ i ≤ k, each node at the i-th level is labeled by some ordered sequence (s1, . . . , si) ∈ [m]i. The polynomial
associated with each (s1, . . . , si) is given by

fs1,...,si(x) := E

det
xId −

k∑
j=1

uju⊤
j

∣∣∣∣∣∣ u1 = vs1 , · · · , ui = vsi

 . (2.1)
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By construction, the root polynomial f∅ is the expected characteristic polynomial. At each level i, the polyno-
mial fs1,...,si is the expected characteristic polynomial conditioned on the partial solution (s1, ..., si). Finally,
each leaf polynomial is the characteristic polynomial of a particular solution. It follows from [MSS15b, The-
orem 4.5] or [MSS22, Theorem 2.7] that (2.1) forms an interlacing family. Furthermore, using the algorithm
in [MSS22, Section 4.1], each individual polynomial in the interlacing family can be computed efficiently.

Theorem 2.3 ([MSS22]). The family of polynomials {fs1,...,si(x)}(s1,...,si) in (2.1) together with the asso-
ciated m-ary tree structure form an interlacing family. For each fixed (s1, . . . , si) ∈ [m]i, the polynomial
fs1,...,si(x) can be computed in time O(dω+1).

The following lemma gives a closed-form expression for the root polynomial4, which is crucial in our analysis.

Lemma 2.4 ([MSS22, Lemma 4.2]). Suppose we are given v1, . . . , vm ∈ Rd and x ∈ Rm
+ , let X =

∑m
i=1 x(i)viv⊤

i

and λ1, . . . , λd be the eigenvalues of X . The root polynomial of the interlacing family (2.1) is

f∅(x) = xd−k
d∏

i=1

(
1− λi

k
∂x

)
xk. (2.2)

3 Interlacing Family Based Algorithms for E/D/A-Design

We present the interlacing family based algorithms for E/D/A-design and their analyses in this section. The
algorithms are essentially the same for all E/D/A-design except for a standard normalization preprocessing
that simplifies the analysis for E-design. Given an optimal fractional solution x to (1.1) and let X =∑m

i=1 x(i)viv⊤
i , we normalize the input vectors wi = X− 1

2 vi for all i ∈ [m] so that
∑m

i=1 x(i)wiw⊤
i = Id. If

we find a solution (s1, ...sk) ∈ [m]k such that λmin(
∑k

i=1 wsiw
⊤
si ) ≥ γ, then it follows that

k∑
i=1

X−1/2vsiv
⊤
siX

−1/2 ≽ γId =⇒ λmin

( k∑
i=1

vsiv
⊤
si

)
≥ γ · λmin(X ), (3.1)

which implies that (s1, ..., sk) is an 1/γ-approximate solution for E-design.

Algorithm for E/D/A-Design

Input: v1, . . . , vm ∈ Rd and k ≥ d.

1. Solve the convex programming relaxation (1.1) for E/D/A-design to get an optimal solution x ∈ Rm
+

with
∑m

i=1 x(i) = k. Let X =
∑m

i=1 x(i)viv⊤
i .

2. For E-design, let wi ← X−1/2vi, for i ∈ [m], so that
∑m

i=1 x(i)wiw⊤
i = Id. Otherwise, let wi ← vi.

3. Define an interlacing family with respect to x and wi’s as in (2.1).

4. For i = 1 to k,

(a) Let (s1, · · · , si−1) be the current internal node and denote p = fs1,...,si−1 and pt = fs1,...,si−1,t

for each t ∈ [m].

4Note that [MSS22] considered the setting where k ≤ d, but the lemma still holds for k > d.
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(b) Find a t ∈ [m] such that

λmin(pt) ≥ λmin(p) for E-design,

−p′t(0)

pt(0)
≤ −p′(0)

p(0)
for A-Design5,

(−1)dpt(0) ≥ (−1)dp(0) for D-Design.

Set si ← t.

5. Return (s1, · · · , sk) as the final solution.

To analyze the runtime of the rounding process, we note that each of the polynomials fs1,...,si can be
computed in O(dω+1) time by Theorem 2.3. And the minimum root of fs1,...,si can be computed up to
an ε additive error in time O(d2 log ε−1) [MSS22, Section 4.1] where setting ε = 1/poly(d) suffices for our
purpose. The quantities p(0) and p′(0) are simply the constant and linear coefficients of p, which can be
obtained in constant time. Therefore, the whole rounding process (Step 4) runs in O(kmdω+1) time.

In the remaining of this section, we analyze the algorithms for E/D/A-design in Section 3.1, Section 3.2, and
Section 3.3 respectively. The analyses in all three settings follow the same framework with two parts.

• First, we prove that the interlacing family satisfies certain “sandwiching” property for the corresponding
objectives, which implies that Step 4 of the algorithm terminates successfully and returns a solution
(s1, . . . , sk) with objective value no worse than the root polynomial f∅. Note that we actually only
need one side of the “sandwiching” property for the analysis of the algorithm.

• Second, we relate the objective value of the root polynomial to the optimal value of the convex pro-
gramming relaxation (1.1).

3.1 Analysis for E-Design

We analyze the algorithm for E-design and prove Theorem 1.1 in this subsection. For E-design, the “sand-
wiching” property for λmin follows directly from Theorem 2.2 as (2.1) is an interlacing family. Thus, we can
always find the desired si = t in Step (4b) in each iteration. Therefore, the algorithm will return a solution
(s1, . . . , sk) such that

λmin(fs1,...,sk) = λmin

( k∑
i=1

wsiw
⊤
si

)
≥ λmin(f∅). (3.2)

To relate the objective of the root polynomial to the optimal value of the convex relaxation, it suffices to
provide a lower bound on λmin(f∅). Since we have normalized the inputs so that

∑m
i=1 x(i)wiw⊤

i = Id,
Lemma 2.4 implies that

f∅(x) = xd−k

(
1− 1

k
∂x

)d

xk.

5We make the following assumption to deal with the dividing by zero issue implicitly. For any polynomial p and q with
p(0) = q(0) = 0, we assume −p′(0)/p(0) = −q′(0)/q(0) = ∞, where ∞ denotes a special value that is strictly greater than any
finite real number.
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To proceed, we consider an alternative closed-form for the root polynomial f∅. This form has been shown
in [MSS22, Section 2 and 4] and we provide a proof in Appendix B for completeness.

Lemma 3.1 ([MSS22]).

f∅(x) = xd−k

(
1− 1

k
∂x

)d

xk =

(
1− 1

k
∂x

)k

xd.

To lower bound the minimum root of a polynomial p, we will lower bound a smoother soft-min function

α-min(p) := λmin(p+ αp′)

where α > 0 is a parameter. We note that α-min(p) < λmin(p)
6.

We will use the following two lemmas from [MSS22] to reason about α-min. The first one quantifies the
increase of α-min under the linear operator (1− λ∂x).

Lemma 3.2 ([MSS22, Lemma 4.3]). If p(x) is a real-rooted polynomial and λ > 0, then (1− λ∂x)p is also
real-rooted and it holds for any α > 0 that

α-min((1− λ∂x)p) ≥ α-min(p) +
1

1/λ+ 1/α
.

The second one provides an inequality that is stronger than α-min(p) < λmin(p).

Lemma 3.3 ([MSS22, Claim 5.8]). For every real-rooted polynomial p(x) and α > 0,

α-min(p) + α ≤ λmin(p).

Starting with the closed-form of f∅(x) in Lemma 3.1, apply Lemma 3.3 to f∅(x) first and then apply
Lemma 3.2 with λ = 1/k for k times, we obtain that

λmin(f∅) ≥ α+ α-min(f∅) ≥ α+ α-min(xd) +
k

k + 1/α
= −α(d− 1) +

k

k + 1/α
,

where we used the fact that α-min(xd) = λmin(x
d + αdxd−1) = −αd.

We optimize α and then take α =

√
(d−1)k−(d−1)

(d−1)k (which is positive for k ≥ d) to obtain that

λmin(f∅) ≥ −α(d− 1) +
αk

αk + 1

= −
√

(d− 1)k − (d− 1)

k
+

(
√

(d− 1)k − (d− 1))/(d− 1)

(
√
(d− 1)k − (d− 1))/(d− 1) + 1

=
d− 1

k
− 2

√
d− 1

k
+ 1

=

(
1−

√
d− 1

k

)2

.

Using this lower bound with (3.1) and (3.2), we have finished the proof of Theorem 1.1.

6To see this, we observe that p(y)+αp′(y) = p(y)(1+αp′(y)/p(y)) and p′(y)/p(y) is negative and monotone for y < λmin(p).
Thus, there is a unique y < λmin(p) such that p(y) + αp′(y) = 0.
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3.2 Analysis for D-Design

We will analyze the algorithm for D-design and prove Theorem 1.2 in this subsection. We first show the
“sandwiching” property for the D-design objective.

Claim 3.4. Let p1, . . . , pm be real-rooted polynomials of degree d, and let p be a convex combination of the
m polynomials, such that p =

∑m
i=1 µipi for

∑m
i=1 µi = 1 and µi ≥ 0 for all i ∈ [m]. Then

min
t∈[m]

(−1)d · pt(0) ≤ (−1)d · p(0) ≤ max
t∈[m]

(−1)d · pt(0).

Proof. Since p(0) and pt(0) are the constant coefficients of the polynomials, the lemma follows directly from
the assumption that p is a convex combination of pi’s.

Therefore, the algorithm for D-design will successfully return a leaf (s1, . . . , sk) with

det

(
k∑

i=1

vsiv
⊤
si

)
= (−1)dfs1,...,sk(0) ≥ (−1)df∅(0).

Then, we relate the objective value of the root polynomial to the one of the fractional solution.

Lemma 3.5. Let X =
∑m

i=1 x(i)viv⊤
i . Then

(−1)df∅(0) =
k!

(k − d)!kd
det(X ).

Proof. Let λ1, . . . , λd be the eigenvalues of X . It follows from (2.2) that the constant coefficient of f∅ is

f∅(0) = xd−k

(
d∏

i=1

(
− λi

k
∂x

)
xk

)
= (−1)d k!

(k − d)!kd

d∏
i=1

λi = (−1)d k!

(k − d)!kd
det(X ). (3.3)

Therefore, we conclude that the returned solution (s1, . . . , sk) is a k · ((k − d)!/k!)1/d-approximate solution
for the D-design problem, proving Theorem 1.2.

Remark. Since (−1)dfs1,...si(0) = E[det(
∑k

j=1 uju⊤
j )|u1 = vs1 , ...ui = vsi ], our algorithm is exactly the

method of conditional expectations, where we have used Theorem 2.3 and Lemma 2.4 to compute the condi-
tional expectations explicitly.

3.3 Analysis for A-Design

We will analyze the algorithm for A-design and prove Theorem 1.3 in this subsection. Again, we first
prove the “sandwiching” property for the A-design objective. Here we need an additional assumption that
the polynomials have minimum roots of at least 0. Note that each polynomial in the family is a convex
combination of characteristic polynomials of PSD matrices. This means they all have the same sign for all
non-positive x, which implies their convex combination has minimum root at least 0.
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Lemma 3.6. Let p1, . . . , pm be real-rooted monic polynomials of the same degree and with minimum roots
at least 0. Let p be a convex combination of the m polynomials, such that p =

∑m
i=1 µipi for

∑m
i=1 µi = 1

and µi ≥ 0 for all i ∈ [m]. Then

min
t∈[m]

−p′t(0)

pt(0)
≤ −p′(0)

p(0)
≤ max

t∈[m]
−p′t(0)

pt(0)
.

Proof. If p(0) = 0 then pi(0) = 0 for all i ∈ [m] and the lemma holds trivially (recall the assumption in
footnote 5). Thus, we assume p(0) ̸= 0. Since each monic pi has the same degree and the minimum root is
at least 0, pi(0) has the same sign (could be 0) for all i ∈ [m]. Similarly, p′i(0) has the same sign (which is
actually the opposite sign of pi(0)) for all i ∈ [m]. Hence, all −p′i(0) and pi(0) have the same sign. Therefore,

min
t∈[m]

−p′t(0)

pt(0)
≤ −p′(0)

p(0)
= −

∑m
i=1 µip

′
i(0)∑m

i=1 µipi(0)
≤ max

t∈[m]
−p′t(0)

pt(0)
.

Lemma 3.6 implies that the for loop in the algorithm for A-design will terminate successfully. The algorithm
returns a leaf (s1, . . . , sk) such that

tr

( k∑
i=1

vsiv
⊤
si

)−1
 = −

f ′
s1,...,sk

(0)

fs1,...,sk(0)
≤ −

f ′
∅(0)

f∅(0)
.

Finally, we relate the objective value of the root polynomial to the one of the fractional solution.

Lemma 3.7. Let X =
∑m

i=1 x(i)viv⊤
i . Then

−
f ′
∅(0)

f∅(0)
≤ k

k − d+ 1
tr(X−1).

Proof. Let λ1, . . . , λd be the eigenvalues of X . Note that f∅(0) is the constant coefficient of f∅ given by (3.3).
Meanwhile, f ′

∅(0) is the coefficient of the linear term of f∅. Thus, according to (2.2), we have

f ′
∅(0) = xd−k

 d∑
i=1

∏
j ̸=i

(
− λj

k
∂x

)
xk

∣∣∣∣∣∣
x=0

= (−1)d−1
d∑

i=1

k!

(k − d+ 1)!kd−1

∏
j ̸=i

λj . (3.4)

The lemma follows directly by combining (3.3) and (3.4).

Therefore, we conclude that the returned solution (s1, . . . , sk) is a k/(k − d + 1)-approx solution for the
A-design problem, proving Theorem 1.3.

Concluding Remarks and Open Questions

The main conceptual contribution of this paper is to apply the interlacing polynomial method effectively in
a new domain, and the key technical contribution is to relate the polynomials to the convex programming
relaxations for the experimental design problems. We find it very nice that this provides a unifying framework
to obtain sharp bounds in these problems.

Two settings have been studied in experimental design. One is the “with repetitions” setting where the
solution S is allowed to be a multiset, which is the setting in this paper. Another is the “without repetitions”
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setting where each vector can only be chosen at most once, which is a more general setting as one can simply
add multiple copies of each vector. We do not yet know how to apply the interlacing polynomial method
to the without repetitions setting as it is not clear how to define the probability distributions and expected
polynomials appropriately. We leave this as an open question for further study.

We also note that Theorem 1.1 implies a d2-approximation algorithm for E-design when k = d, but the best
known integrality gap of the relaxation (1.1) in this case is only d. It is an interesting open question to close
this d vs d2 gap, as it may lead to improvements for the restricted invertibility problem as well.
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A Experimental Design With Generalized Ratio Objective

Mariet and Sra [MS17] proposed an experimental design objective based on elementary symmetric functions
that generalizes both A-design and D-design objectives. Later, Nikolov et al. [NST22] further extended it to
a generalized ratio objective. Let 0 ≤ l′ < l ≤ d, the objective in [NST22] is defined as(

El′
(∑

i∈S viv⊤
i

)
El

(∑
i∈S viv⊤

i

) ) 1
l−l′

, (A.1)

where El(M) :=
∑

S⊆[d]:|S|=l

∏
i∈S λi(M) is the l-th elementary symmetric polynomial of the eigenvalues of

the symmetric matrix M. Note that the characteristic polynomial of M can be written as

det(xI −M) =

d∑
l=0

(−1)lEl(M)xd−l.

To see that the generalized ratio objective generalizes both A-design and D-design, we note that (A.1) is
(det(

∑
i∈S viv⊤

i ))−1/d for l′ = 0 and l = d, and it is tr((
∑

i∈S viv⊤
i )−1) for l′ = d− 1 and l = d.

Remark. There are other ways to generalize the objectives. For example, the p-norm objective in [LWZ23]
captures all of E/D/A-design objectives as special cases. However, we do not know how to apply the method
of interlacing polynomials to the p-norm objective.

Nikolov, Singh, and Tantipongpipat [NST22] showed that the experimental design problem with the gener-
alized ratio objective can also be captured by a convex programming relaxation.

minimize
x∈Rn

(
El′(

∑n
i=1 x(i)viv⊤

i )

El(
∑n

i=1 x(i)viv⊤
i )

) 1
l−l′

subject to

n∑
i=1

x(i) ≤ k,

x(i) ≥ 0, for i ∈ [n].

(A.2)
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We will use the general framework in Section 3 to provide an algorithm for the experimental design problem
with the generalized ratio objective. As in the algorithms for D/A-design, the interlacing family (2.1) is
defined with respect to the unnormalized input vectors vi’s and the optimal fractional solution x of (A.2).
For 0 ≤ l′ < l ≤ d and a leaf (s1, . . . , sk), the generalized ratio objective of the solution (s1, . . . , sk) (ignoring
the exponent 1/(l − l′)) is

(−1)l
′−l (d− l)! · f (d−l′)

s1,...,sk(0)

(d− l′)! · f (d−l)
s1,...,sk(0)

.

To see this, we note that f
(d−l)
s1,...,sk(0)/(d− l)! is the coefficient of xd−l in the characteristic polynomial and

det

xI −
k∑

j=1

vsjv
⊤
sj

 =

d∑
l=0

(−1)lEl

( k∑
j=1

vsjv
⊤
sj

)
xd−l.

Therefore,

El

( k∑
j=1

vsjv
⊤
sj

)
= (−1)l f

(d−l)
s1,...,sk(0)

(d− l)!
and

El′
(∑k

j=1 vsjv
⊤
sj

)
El

(∑k
j=1 vsjv⊤

sj

) = (−1)l
′−l (d− l)! · f (d−l′)

s1,...,sk(0)

(d− l′)! · f (d−l)
s1,...,sk(0)

.

The generalized ratio objective can be naturally extended to all the internal polynomials of the interlacing
family in the same way as the E/D/A-design objectives. Now, we are ready to state the algorithm.

Algorithm for The Generalized Ratio Objective
Input: v1, · · · , vm ∈ Rd and k ≥ d.

1. Solve the convex programming relaxation (A.2) and get an optimal solution x ∈ Rm
+ with∑m

i=1 x(i) = k.

2. Let the interlacing family in (2.1) be defined with respect to x and the normalized vi’s.

3. For i = 1 to k,

(a) Let (s1, . . . , si−1) be the current internal node and denote p = fs1,...,si−1
and pt = fs1,··· ,si−1,t

for each t ∈ [m].

(b) Find a t ∈ [m] such that7

(−1)l
′−l · (d− l)! · p(d−l′)

t (0)

(d− l′)! · p(d−l)
t (0)

≤ (−1)l
′−l · (d− l)! · p(d−l′)(0)

(d− l′)! · p(d−l)(0)
.

Set si ← t.

4. Return (s1, . . . , sk) as the final solution.

The generalized ratio objective also satisfies a “sandwiching” property with respect to the interlacing family.

Lemma A.1. Let p1, . . . , pm be real-rooted monic polynomials of degree d and the smallest root of each
polynomial is at least 0. Let p be a convex combination of the m polynomials, such that p =

∑m
i=1 µipi for∑m

i=1 µi = 1 and µi ≥ 0 for all i ∈ [m]. Then

min
t∈[m]

(−1)l
′−l · (d− l)! · p(d−l′)

t (0)

(d− l′)! · p(d−l)
t (0)

≤ (−1)l
′−l · (d− l)! · p(d−l′)(0)

(d− l′)! · p(d−l)(0)
≤ max

t∈[m]
(−1)l

′−l · (d− l)! · p(d−l′)
t (0)

(d− l′)! · p(d−l)
t (0)

.

7We can deal with the dividing by zero issue in a similar way as in footnote 5 for the A-design objective.
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Proof. We can check that if p(d−l)(0) = 0 then the lemma holds trivially. Thus, we assume p(d−l)(0) ̸= 0.

Since all monic pi’s have the same degree and the smallest roots are at least 0, all p
(d−l′)
i (0) have the same

sign (−1)l′ and all p
(d−l)
i (0) have the same sign (−1)l. Therefore,

(−1)l
′−l · (d− l)! · p(d−l′)(0)

(d− l′)! · p(d−l)(0)
= (−1)l

′−l ·
(d− l)! ·

∑m
i=1 µip

(d−l′)
i (0)

(d− l′)! ·
∑m

i=1 µip
(d−l)
i (0)

≥ min
t∈[m]

(−1)l
′−l · (d− l)! · p(d−l′)

t (0)

(d− l′)! · p(d−l)
t (0)

.

The second inequality in the lemma follows similarly.

Therefore, the algorithm returns a leaf (s1, . . . , sk) such that

El′(
∑k

i=1 vsiv
⊤
si )

El(
∑k

i=1 vsiv⊤
si )

= (−1)l
′−l · (d− l)! · f (d−l′)

s1,...,sk(0)

(d− l′)! · f (d−l)
s1,...,sk(0)

≤ (−1)l
′−l ·

(d− l)! · f (d−l′)
∅ (0)

(d− l′)! · f (d−l)
∅ (0)

.

Finally, we relate the objective value of the root polynomial to the one of the fractional solution.

Lemma A.2. Let X =
∑m

i=1 x(i)viv⊤
i . Then

(−1)l
′−l ·

(d− l)! · f (d−l′)
∅ (0)

(d− l′)! · f (d−l)
∅ (0)

=
(k − l)! · kl

(k − l′)! · kl′
· El′(X )

El(X )
≤
( k

k − l + 1

)l−l′ El′(X )

El(X )
.

When k = l, the bound can be improved to

(−1)l
′−l ·

(d− l)! · f (d−l′)
∅ (0)

(d− l′)! · f (d−l)
∅ (0)

=
ll−l′

(l − l′)!
· El′(X )

El(X )
≤
( el

l − l′

)l−l′ El′(X )

El(X )
.

Proof. Let λ1, . . . , λd be the eigenvalues of X . We note that f
(d−l)
∅ (0)/(d − l)! is the coefficient of xd−l in

the polynomial f∅(x). According to (2.2), it is also the coefficient of xk−l in the polynomial of

d∏
i=1

(
1− λi

k
∂x

)
xk =

∑
S⊆[m]

∏
i∈S

(
− λi

k
∂x

)
xk.

Therefore, it follows that

f
(d−l)
∅ (0)

(d− l)!
= (−1)l k!

(k − l)!kl

∑
S⊆[m]:|S|=l

∏
i∈S

λi = (−1)l k!

(k − l)!kl
El(X ).

Similarly, we have

f
(d−l′)
∅ (0)

(d− l′)!
= (−1)l

′ k!

(k − l′)!kl′
∑

S⊆[m]:|S|=l′

∏
i∈S

λi = (−1)l
′ k!

(k − l′)!kl′
El′(X ).

Therefore, the first part of the lemma follows by observing that

(k − l)! · kl

(k − l′)! · kl′
=

kl−l′

(k − l′)(k − l′ − 1) · · · (k − l + 1)
≤
( k

k − l + 1

)l−l′

.

When k = l, the second part of the lemma follows by Stirling’s approximation that

ll−l′

(l − l′)!
≤ ll−l′

(l − l′)l−l′e−(l−l′)
=
( el

l − l′

)l−l′

.
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Combining everything together, we conclude with the following theorem that generalizes both Theorem 1.2
and Theorem 1.3.

Theorem A.3. For any 0 ≤ l′ < l ≤ d, there is a k · ((k − l)!/k!)1/(l−l′)-approximation rounding algorithm
based on the method of interlacing polynomials for the experimental design problem with the generalized ratio
objective, and the rounding process runs in O(kmdω+1) time.

B Omitted Proof

Proof of Lemma 3.1. First, we note that

xd−k

(
1− 1

k
∂x

)d

xk = xd−k
d∑

i=0

(−1)i
(
d

i

)
1

ki
(∂x)

ixk

= xd−k
d∑

i=0

(−1)i
(
d

i

)
k!

ki(k − i)!
xk−i

=

d∑
i=0

(−1)i
(
d

i

)(
k

i

)
i!

ki
xd−i.

Similarly, we have (
1− 1

k
∂x

)k

xd =

d∑
i=0

(−1)i
(
k

i

)
1

ki
(∂x)

ixd

=

d∑
i=0

(−1)i
(
k

i

)
d!

ki(d− i)!
xd−i

=

d∑
i=0

(−1)i
(
d

i

)(
k

i

)
i!

ki
xd−i.
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