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Lectuce T : Pol«dmm‘ml time reductions

We Stwﬂz\ thjhawﬁa{ time  reductions . which wowld alfow ws to Compare tha d\T\U{‘&w\tn ol olifferent ?(nb\@wg,

Polunominl Time Reductiont
[®)

become  our bm?\d’mg blocks  and  we moy not

Once we hove laacned more  ond  wnore O\\Km‘\t\nms, 't}\gg

need to o design odgocrthms for  new problems from  cclatch every Tlme

So 1t bowmes mure and  more (m?nrton\t to Y2 oble te wce Uisﬁms m\jodthm& o Solue nNew Pmb\&ms

We have Q\\”Z&d% geen  gome  vedwctions .

For nstonces. we hove Yeduced — Subset-Sum to kmx?md(, (ongqst intfms‘mg Subga_%mmz to longest  Common

Subsequence ., Ond baseball / basketball leggue.  winnec  to  moximum {kaw , ete .

In general. if there s an efficent  (eduction from problem A to  problem B and there {5 an
have on efficient  algocithm  to  Solue  problem A

etiiclent ngunthm t  Selue problam B, then we

Decision _ Problems

To focmalize the notion  of o Ceduction, 1t is more Convenient o Cestrict oar attestion to  dedsion  problems,

?or which the output 15 just YES o NO. So that Q\JU\A P(ObUAm hoas Cthe Same oul put j(mrmo\\‘-

we considec the decision wversion of the pfob(em

Tor 2xomple instead o \Cmd‘mg o Mmoaximam moic‘n‘mg,

A Does Cq have o m&tdﬁrxg s§ Sije ot (east kR /l-

thet  we wil considec, I{ we know how to  Solue

B we will distase  latec. €se ol the problams

the decision  vergien of ouc problem  in PbLﬂnomm( time . Then we Can WSt  the  ded<ion Q[Soﬁthm s

o blackbox [ subroutine  +to Solue  the Seacch Vecsion af oul ?("D]OLQ,M o Pu%noma( time .

Definition (?olﬂnomm( time feductions)

'S \)nh\})nnm}{k\ time

Prob[zm B

Ceducible  to & dedision

We Say @ decistion FroMQm A

m\g& nstance Ta o A

i%‘ there s 0 ?ak\dr\om\ak time a(gorithm T  that l"r\wsltro\r\S\%{ms

into an  instance  Tg of B Cthat I, FQKAB:XB} Quch  that

YN N Y XS inStance o{ Prab\ﬁm AN W ond On(té Tﬁ Tg s @« YEs$  inston ce of ’\)fa\?llm B
We Wwse +the netotion A <€ P B tp deaste thot Such o Ceduction  exists {htwfi\)l\% Sm}&'mg +hat
Probkzm A IS net more drfficutt  than B n termg D\C th&howﬂo\\ time  Solvab: (Etj a

=

L17 Page 1



instonces  of  problem A nstances  of ‘?mhum R
Now, Suppese  Wwe hove  guch  Q Pokﬂnnmiq\ Time  (wducklion &lgb(l{—%rﬂ T and o Polg\hum}qL Tlime o\\gm‘n’thm

ALKKB to  <blue P(abbzm B, +hen Wwe have the Wﬂouow'\n& Pnhﬁv\am“ql Lime O\\&ov\\thm to solue Proh\em A

Algorithm (Sokv‘mg Froblem A b& reduwttion )
\XY\PLJQ on instonce TA 0'% P(obKQm N

Qm?@t» whethe e Ty 8 o NES - instance

{ Use the ceduction O\[goﬂthm F to mqg[t(w&farm 1‘\ into I@:\t(i(\} @{ Probbzm B

2. Retwen ALg  (Tg)

Coccectness  Tollows  fvom  the propacty of the (eduction algefithm T that T, s o YEC- instance

of problem A HE Ty fe a YES-instance  of problem B, ond the Goccectaess of  Algg to Solve problem B

Time Qnmgkui%i Suppese F  has time Compﬁzmt% po) \Qw an dnstance  Tp of Si3e N where plod s

o Puhsmnm?al in o n oL and MGy has time tomy(fmﬁé 2D for  on instane Tp  of S m

whece %de s o po\ﬂnowﬁa\ in m.

Then  the absut akgnc‘\ﬁ‘nm hoas  time Qmmykuit% %C\)Cmﬂ, Q PQR‘AY\“"’"Q( in  the Jnput SFSJL n.

Pcoving  Hacdness  using  Reductions
d ()

So Fac 1t 18 all familiac ¢ \We reduc Prob\zm A to problem B Q’%idznﬂﬁ, and. wse  an  ef{ficient

o\\garﬁchm Soc problem B o obtain  an 24 crent a\gorﬁchm to  Selue

Yroh\zm [\
Now, Wwe LKF(D{L the  other }M?UC}XJUDV\ of the FHQ%LUL(?#\& é\SF B.
gMPPOSL \)rob(‘zm A is  Knoun to b mpossible to  be Selved in Fohﬁnom‘\o\l +ime.
Then /\éPE tenplies  thot R Comnst  be  Solued in ?D\Knemlm( time  Rlther. o8 othetwise we  Can

Solue  problem A in po%nom\c\l time using the  Yeduction ql&mrit}m proven abeva .

Therefore A s Lomgu&rc&imm\% hard  and (\5? R then B s ale Qcmgkﬁo\t\am\(% hacd

Efﬁ ow( Cuflreant kﬂewLQd\gZ, however, we& Know OlmosT V’\U”H'Hng about ?nu'mg a Prcb\flm cannst  be  <Solued  in

?okﬂr\bmic\l time. ond So we Could net  dfow Such a St(:mg Con el Sion %rom f\SYB,

But Suppose thee i< o

?rob(z{n, Qms +he J(raua('mg SaleSmon 3?(0(0[2,'/“ in WG, which s vu\é —Eamus and
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hos ottracted Moy britliant  researchers  to  Sslve 1t in polgnomial byt without Qmé Success
Now our  bos qives  ws o preblem T, omd  we Couldnt  colue ¥t in PaﬁimmgL time.
Ingtead of  just SQ%Zr\g that W Lou&d\r\(t Seluz ik in Polynomial time, £ Lowldh  be  much  meve
Qmu‘mcm& }—g we  Could Prove thot TSP ﬁ? C

The —{-ouowng is oo Ca(toon —Frbm the Classieal  beok abeut T\){LCDMQKQULAUS bﬁ G\Qrtg ond. TohnSon.

———7

] "t Finsd fEicient ithm, 1 I'm just toe dumb."”
i an efficicnt. skponthm, | gucss ['m just 100 duml =1 can’t find an efficient algorithm, bul neither can all these famous people.™

This 1w what  we Wil be doing  In these few  lectucec!

Q'\m? le  Redwctions

We will  gShow Thot the {D(Law\,\g three F(OE[ZMS Al Q%wvm\[r\t N terms o{* FM&numim\*t‘\ML Sok\/o\b(((%ﬂ,

eithec thza all Can be  Selved iy ?o\jnomm\ time or JG\EA all cannst  be  Colued n ?nkﬂmmrm Tima.

Mo mum CM%U\L CCligue) A Qubset of  yectices Sc\y s o ClA\QDuLL T{ wve B Vvoa,ue S

ir\?ui' G‘YO\PL\ G = (\),E>, an infeg&f k. .

5

Output:  Ts thee a cliguz in G with at least  k  vertices 2

Mo mum Indal?andant Set QISQ A Qubset a{ vectices V] IS an  independent St §§ Ww&E Ywvel

Xr\g;mﬁ' GYO\PL\ &= Q\I,E>, on ’m)(egt(‘ k.

Output T thece  an Independent  Cet in G with at  least  k  wvertices 2

Minimam  Nectex  Cover (VW) A Qubset of  vectices SCV  Ts o vectex couer £ %u,vEC\S¥O Yuuek .

Xr\?uft‘ CT(O\PV\ 6= VLB an ‘m{agtf k. ?@\g
Output:  Ts there a  Vertex Cover  In G with at most  k  wvertices 2

Pcopagition C('\%ua <\(> < and. NS é? Cl\%ut .

Prouf C\\%me, and LS are \Jui Qimilac . one  wants o {amx ot least k vectices wkh all Zd\gzs in

between and one wonte Ho  fink at least Kk vertices  with  no edges in between .
Lo, +o (eduwce Cligue te TS | we (usk need to  champe  odges to  nen-cdges ond  Vie- vefsa
% A g g ]

More formally. to selue Cligue on G=(UE), the reduction algorithm T woald  Construct  the
-~ & = N\ A
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v

More ’fo(ma to solue Cligue on G (UE), the reduction &nr thm would  Construct  the
& F
Complement &myh Cx (WE) . where wue® i ond enf \Iv uu & © @
Clwﬂﬁ, the redwtion o\lgmﬂm fung i po (ynomion time, ac,tmuﬂ n linear  Lime
T Qhowld  alss be  cleac '%mm the Construction thot S s a C[l%ougir\ CT T Q ts an independent set in Q(

Therefore . 1 Gk 7S an YES-instance  foc Cligue. {4 {C;/kz) is an  TeS-instence for IS o

To seo the Connection between \ndtgzno\ut Sets ahd.  Vecteoyw ouacs ., W noed  the —goi(omnj obgervation
Obgervoalion In Cq:Q\/,E)) CeV\ s a vectex Cover o{ CT T% V- 95 on 'xr\oszﬁzntunt Set in G

Ermi TE S 1S o vertex Covel . then V=S is an independent st becouse T there s om IS

(2 _ v
a&gm e hetwesn twe verticer n VU-S. then g(\e:d? ond S s not a verfex couer @

g\m\(ad%, i% U-S g Oon 'mdqz?g,\iznt <et. then all the adgu m G have ot least  one

@hd\Po‘mt n S, and.  thus S s  a Vertex cover. a

Propocition  NC €p IS amd IS Sp \C
Preo The obServation ahbovue States  that G has @ wertex Cover  of  Size af mest k& and onkg of
G hos an  independent Set  of sige at least n-k

So_ the teduction Ok(go{‘\thm S\AMF{.[A maps &;G,kﬁ for AV ) {Cy,n*kg $oc IS ., ond clzm\% T Yuns  In

Ptﬂgnum"m[ time and it maps YES/no  anstances  for ve  to YeSfno  tnStances fur TS VQ_SPQ(JQ\\/QLLA, o

Note that PO%Y\DmTO\[ time  fedwctiont  ocre  fransitive

Lemmo,  TE A <p B and BS, 0. then AT C

Ploof T thew @xisls o polyromial  time  alpocithm T that maps instances of A to that of B, andk a
polytime.  Olgorithm H that waps B to C. then Heb maps A to C i polynomiol  time.

Ako, HeF hos the Pwyem& that 1t maps YES/Mo - inStances of A to YES/ASo- Ingtonces a’f C rupec{iudg_ﬂ

Therefore Q\T%u, TS and VO Ole Q%ui\m\erﬁc n \)o(%nnmia\ time Solwburtg,

Moce. S mple Reductions

Hami(tonion Cycle (He) A cycle is o Hamltonian c%cta it 1t towches euery  Vertex szohd\& once
Tnput *© Undirected  §roph CEIAASY
Output = Does &G have o Homi(tonian Cycle 3 %

Hamiftonion Path (HP) A path is o Hamiteaian path if It fowthes eueey  Vertex =xactly once
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Hoami(tonion  Path (HP) A path 1s a  Hamltenian path if 1t touches eutry  Vertex JLxm‘c\i once
Input * Undirected  qraph G= (V8.

Ovﬁ\?uﬂ Does &G have o Homi(tonian Pocth 2 Q@

Tt < et Sucprising  that these  two F(ob\m& are Q%M\mlu& in term<  of Po(\:)rmmVQ( time Computativa
but W& Ik« Smd\ exercise to  work out  the reductions

P‘(nguiibor\ HP QP HC

Proot Griven &:(\],Ej ?or HP _ we Consteuct C{:(\HS,EI) \03

Ca?ﬂ‘ma Cq and O\d\dmj a
e
vertex & that Conmects o every  Vertex 1n \V)

Q\QQ(LL:\/ the yvedwdtion (uns  in {)utﬂnnmm[ time

wWe claim that G hoas o Hamltoman poath  i£f G has o Hamilteman cyele.

Ve
:>> jg Gg has a Hamiltonion ?oct% P with anoLPo‘m&S a oand b, then Pigsa+<h s a Hoamltonian Cndl in CT

&) 1{ C‘; hos o Hamiltonion (‘_&(\Q, C . than +there orfe  two ngz; intident  on S

call them So and sb. thin (-so-sb

s a Homi(tonian ?oﬁch in Q(

The other direckion is Shg%ﬂﬂ Mmore 'mtqms%ini
Proposition HC <, HP

b
P(Doi C:(ix/@n CI:(\/,E) ¥or

HC, we pick an qrbrtmng vectey X e\, and

/
Congtruck G\ b‘é adfi'mf
a (Xu\akicqt'; )«/ afy X ond.  two new di&rea Yeduction
i & —> &
one  vectex T and £, o Shown ™ the pictuse
Ckzmla the reduction  cuns  in

PDLjnDM\D\[ time

We newd.  to

prove  that (& hoas o Hamiltenion

QKLLJL \f—%i Q—;/ has a  Homltonian Fqu.

j>> H\;’P there T¢ o Ham Fonmon CL\/SQ(L n &. +then there Tg a Homitsnion FQH\ \h C:{

mg\mg’w\j XY, bj x/%/ ond X/t‘ and  alss qddinj Xty

@> I—% the(e .  is o Hamiltonion paﬂ\ n (‘qll

tThen the tTwio Q/\dx?ow\‘(S must

be t, and £y Stnee Huz% ofe  degree one verticed

Then, k‘x' must be in  the Pmﬂ\) and  Call the other m\‘ghbbr ot X in o the poth - be

Yoo
Cinee X s a du?(\mtt ol x., we knoy that x has an ngq, te 4. n G

Wa aolso know that Tex  must be In the Hoamiltonian Patk, Since £, s o0 degree one vectex

NS bi rq;[qcmg CixX XY and Eix in Cz/ b% ry m G, we have a  Hamittonion C,lﬁdl in G{
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A Commen ‘tv,chmqsu& to  do (eduction S fto show that one Problam s a QPU‘\RL Cale o{ Onothac P(ub(em

Wwe Ccall thig {‘rthr\]%mQ SQQC\O\LI%QMM The 1%[&%)1“& ic an exomple .

Erogbs;tibn HC < P TSP
_Proof Given G=(uE) for HC . we Conctvuct leiﬁ\/,E/) Loc TSP cuch  +that E{ wue® . then

we et Its weight in Gf to be L. oand i wu B | then e Set TtS weight in C{ to e 2

Then & has o Hamiltonion gackz i{ and of\kﬁ [E

< : reduction
/ >
& hat oo TSP tour

with Cost

_An \mn‘aortan‘t ?(oblem ond 0 nontrivial (eduction

Fivst, we intloduce the 3-SAT problam. which will b importornt in the Theory of  NP-completeness
Tn this Pmbtqm, we are glven N boolean  variobles X,, Xs,..,Xn , 20ch Con <ither be Set +o “Jrue or False
We are alse  given o formula  in Conjunctive  nermal form CONFD) |, whece 31 Ts an Anp of

the clouses . and each  clouse is  an OR of Some _(iterals | where a  \tteral (s Rither X; oc X

Foc @eomple, in (X v v ) A U ui) A OX VX v Kg) A Cx,u¥a)d . there are 4 Clouses,

eoch  clouse ha¢ ot mese 2 litecals , and  the ?ormta hag Or\hA 3 wvariables X, ¥y, Xy

3 - Sa%\s%iqb\\‘&‘t} (2-SAT)

Ir\?wt‘ A Qr\l}:»'?orrm(q in which @oach clause  hag al mest three (itecals

OuCtPut T XS there o keuth QSéignmzw‘g to the Vvoariables that SD{US’GE@S odl  the clauses 2

Tn  the aboue [\(O\MF[,Q) gattmg X, =T, X2, )(3:\ Lol Sqﬁsﬂs all the clauses. amd. hence the ‘Fb(mu,[o\
This problem  {ooks quite  diffecent  thon  other ?robums that we have Seen .

Doinj Q  (eduction  between  Two Seemingly different P{D‘o@ws Mwﬂ% fequire¢  Seme new 1deat

Theorem 2-SAT §P 18
Proof * Given o 2847 Hformula, we wouwld like to  construct o graph G  So that  the formula i

atisfiable Tf  and only o the Qraph G has an independent Set  of Cectoin 8732
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Figure 8.8 The graph corresponding to (7 VvV y Vv =) (e VTV 2) |

rVyV ) (TVTY).

Roduction ° Tor gach [litefol In we Create one ue

the formula,

We Wwowld. ke

Cory])

ctev In the g(aw\

a §at'\s§k3\mg BSSignment o{ the {mmmq Corresponds o Qn independent Cet . and wice vecso

To Sqtisﬁﬂ the formula, We need to  Set  at  least one  [itecal For each clauce o be  True.

Tt is zagy o do so it we Saticfy each clouse Slpa(tﬁw\ﬂ.

The important  point is to be teasisteat ouvec  the Choeices . el if we et X to be True o Saﬁyf%
some Clouse. then we Cant cet x 1o be Talse to Sqtisﬁé Some. other clauses-

To enfore consistency . for  each vaclable x;, we add oan edge between X; ond x , for each
appeacrance of k7 andk X; . S that X5 oad X wont  both bamg to an independent Cet

We ofso  add edges between literals of the Some clause, To ensuce that we On((j Choo g
one  litecal n 2och clauce  to  the if\dxagfzndu\t Qels-

So, there are twe types of 2dges.

One Type  are gdges within  Qoch clause  (ie. one triomgle for cach clause of Thee (tecals ).
Arasther  type  are  edgec  betweea  eoch  appeaCance o %y omd Xy fer I <isn.
Ckmdj, the construction  of G con br doene in polynomial time  in the 5i3e of the Lormulo-
The %o(LnumS Claim  will  Complate the  proof of  the thescem
Claim Suppase  the Locmuloe hace k  clouses Then  the  formulo  is  gaticfiable & and only Tf
there is  an ndependedt Set e SRe Kk In the graph G
Proof =) TE thee s o Sa‘c\s{ﬂj‘\ng assignment . then we cheote one  litecal that s et to Trwe

in o eodh Clowse (Z-g (f %h=F n the thisﬂmg assignment , then the literal ;1 is ng))
and put the wrcesgav\o\\y\i Vertey e be  in The independent st
Ciace  the assignmznt s Satsfioble . thae s ot least one Teue (iteca] n 2ach Clause,
ond. So the Set  has at [east K wvertices
These &k vectices f{:Drm an  Independent  Set because  there are ne 2dgel  of the e sk %3«3& between

them o3 we Cheota enkd one  literal  westex in goach  clowse |
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the Secsnde JT(:X?L g WL \A)u(\’t Chosse both X Gno\ ;3 as the Scdﬁ?‘glzi‘n\& QSS“&nmU\T S ConsiStent
‘F) gu\p@egz there g an ‘tndw%tzndent Se€ of <Re k n C

Sinee thee  are odges  Cof the fiest type D betwien  Utecals in the Same clause. ony W dependent

et Con @vxh& pick ot most one  Vertex  In Roch clause .

Since  thece are on\% k  clowses . an

independent <ot of sie Kk must  Cheose smcagtt% one.  Uertay

from each clause

Alse, because of the Cws‘xgtzngs edges  C iz, gdpes org the Setond tjPz> , 2och woariable we cheste

ot Mmost one Utecal ( note that e Ceuld Choose one 0% The Uf@((ﬂg> .

So, if e choote %, in the 'mm?mu,a\ et | Lthen

we  Set X, te ba True 5 othecwiw,

we ek X; te be  Talse

BL& +the gehs‘\suﬂut& Ld\gﬂ, thic ass;xnmzn{ i3S WQLLHdL{‘\nLd, ond. Sinee  there 18 o Vegtex

in eoch clauce . Ehis mgs}gwmqn& Coatistres Qva(s Clowse - g

a

Concluding  Remarks
J

We have  introduced the notion tﬂc aQ Powamta& time (educkion . ond  used it to

we  have

establish Celations between diffecent Prab(zms, ond 3o %o\r

T
//? 0 2SAT He é/}b HP an edge B & Q
UANY > _
5 o {\ maans B e [N
C,L\\(B\\JL & o TSP

In pr'mc}?[z, we Can add  new '.E(Dh(lmi and.  (elate to  +these P{obumg . and S[ow\% bulld

oL b‘u& web of all CDM{JUKOCUDY\DL{ ?ra‘o(lms
Ag Sp is  tronsvtive Qny Stcongly  Cannected Component  1n  this web formge  an equivalent  Closs ot

problems  in  teams of polynomial  Eime  Seluabiuity

TS thee a  better \,JOLg to de 1t than To ConSidec  the problem ent bt{& one <

Refecencas TkT 80821
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