We study the convergence rate to the stationary distribution in undirected graphs using spectral analysis, and discuss some algorithmic applications.

Matrix Formulation

Let $G=(V,E)$ be an undirected graph.

Let $p_t: V \rightarrow \mathbb{R}$ be the probability distribution after $t$ steps, i.e. $p_t(w) \geq 0$ and $\sum_{w} p_t(w) = 1$.

The initial distribution is $p_0$, e.g. if we start at vertex $i$, then $p_0$ is the $i$-th standard unit vector.

Consider the random walk where in each step it moves to a uniformly random neighbor of the present node. Then $p_t(w) = \sum_{v : v \in N(w)} p_{t-1}(v) \cdot \frac{1}{d(v)}$ for all $w \in V$ where $d(w)$ denotes the degree of $w$.

Let $A$ be the adjacency matrix of $G$ and $D$ be the diagonal matrix where the $i$-th diagonal entry is $d(i)$. Then the above equations can be written compactly as $p_{t+1} = AD^t p_0$, and thus $p_t = (AD^t)^t p_0$.

Stationary Distribution

A probability distribution $\pi$ is a stationary distribution if $\pi = (AD^t) \pi$. So, once we reach a stationary distribution, it stays as a stationary distribution forever. (Note that it is common to write the probability distribution as a row vector, e.g. $\pi = \pi (D^t A)$, but we write it as a column.)

In undirected graphs, there is a natural stationary distribution based on the degree of vertices.

Let $\pi(w) = \frac{d(w)}{\sum_{v} d(v)} = \frac{d(w)}{2m}$. Let $\overrightarrow{d}$ be the vector with the $i$-th entry being $d(i)$. Then $\pi = \frac{\overrightarrow{d}}{2m}$.

It is easy to check that $\pi = (AD^t) \pi$, as $(AD^t) \pi = (AD^t) \frac{\overrightarrow{d}}{2m} = \frac{1}{2m} (A \overrightarrow{d}) = \frac{\overrightarrow{d}}{2m} = \pi$.

Is it the unique stationary distribution?

Not necessarily. For example, if the graph is disconnected, then the distribution after many steps depends on the initial distribution (e.g. which component does the starting vertex belong to). Actually, even if the graph is connected we may not reach a stationary distribution. Consider a connected bipartite graph. If the starting vertex is on the left side, then the walk will be on the left.
Side on even time steps, while it is opposite if the starting vertex is on the right side.

It turns out that these are the only obstacles, that every connected, non-bipartite graph has a unique stationary distribution, and it will be reached regardless of the initial distribution.

More generally, every connected graph (even bipartite graphs) has a unique stationary distribution if we consider the lazy random walk where we stay at the same vertex with probability $1/2$.

That is, $P_t(v) = \frac{1}{2} P_{t-1}(v) + \frac{1}{2} \sum_{w \in N(v)} P_{t-1}(w) \cdot \frac{1}{|N(v)|}$.

In matrix form, we have

$$P_t = \left( \frac{1}{2} I + \frac{1}{2} A D^{-\frac{1}{2}} \right) P_{t-1}.$$

We denote $W = \frac{1}{2} I + \frac{1}{2} A D^{-\frac{1}{2}}$ as the walk matrix, and so $P_{t+1} = WP_t$ and $P_t = W^t P_0$.

---

**Spectrum**

To study the behavior of the repeated applications of a linear transformation like $W^t P_0$, it is usually very useful to know the spectrum of the matrix.

What is the spectrum of $W$?

Notice that $W = \frac{1}{2} I + \frac{1}{2} A D^{-\frac{1}{2}}$ is not a symmetric matrix, so we don't know whether its eigenvalues are real or there is an orthonormal basis of eigenvectors.

Fortunately, $W$ is similar to a symmetric matrix, because

$$D^\frac{1}{2} W D^{-\frac{1}{2}} = D^\frac{1}{2} (\frac{1}{2} I + \frac{1}{2} A D^{-\frac{1}{2}}) D^{-\frac{1}{2}} = \frac{1}{2} I + \frac{1}{2} D^\frac{1}{2} A D^{-\frac{1}{2}}.$$

Recall that $D^\frac{1}{2} A D^{-\frac{1}{2}} = A$ is just the normalized adjacency matrix. So, $W = D^\frac{1}{2} (\frac{1}{2} I + \frac{1}{2} A) D^{-\frac{1}{2}}$.

Let $\alpha_1, \alpha_2, \ldots, \alpha_n$ be the eigenvalues of $A$, and $v_1, v_2, \ldots, v_n$ be the corresponding eigenvectors.

Then $D^\frac{1}{2} v_i$ is an eigenvector of $W$ with eigenvalue $\frac{1}{2} (\alpha_i + 1)$, because

$$W D^\frac{1}{2} v_i = D^\frac{1}{2} (\frac{1}{2} I + \frac{1}{2} A) D^\frac{1}{2} D^\frac{1}{2} v_i = D^\frac{1}{2} (\frac{1}{2} v_i + \frac{1}{2} \alpha_i v_i) = \frac{1}{2} (\alpha_i + 1) D^\frac{1}{2} v_i.$$

Since $v_1, \ldots, v_n$ are linearly independent and $D^\frac{1}{2}$ is of full rank, we have $D^\frac{1}{2} v_1, \ldots, D^\frac{1}{2} v_n$ are linearly independent, and thus the spectrum of $W$ is $\frac{1}{2} (1 + \alpha_1, 1 + \alpha_2, \ldots, 1 + \alpha_n)$.

Recall from last time that $\alpha_1 = 1$, $\alpha_2 < 1$ iff $G$ is connected, $\alpha_n > -1$ iff $G$ is non-bipartite ($HW3$).

It turns out that $\alpha_2 < 1$ and $\alpha_n > -1$ is a necessary and sufficient condition for unique limiting distribution, and so we could prove that a connected non-bipartite graph has a unique limiting distribution.

Let $\lambda_1, \lambda_2, \ldots, \lambda_n$ be the eigenvalues of $W$, we have $1 = \lambda_1 > \lambda_2 > \lambda_3 > \ldots > \lambda_n > 0$ if $G$ is connected.

Furthermore, since $W \pi = (D^\frac{1}{2} (\frac{1}{2} I + \frac{1}{2} A) D^\frac{1}{2}) \pi = (\frac{1}{2} I + \frac{1}{2} A D^{-\frac{1}{2}}) \pi = \pi$, any eigenvector of $W$ with eigenvalue
one is a constant multiple of \( \pi \).

Outline

Suppose a matrix \( M \) has an orthonormal basis of eigenvectors \( v_1, \ldots, v_n \) with corresponding eigenvalues \( \lambda_1, \ldots, \lambda_n \).

We can then write any vector \( x = c_1 v_1 + \cdots + c_n v_n \), and \( M^t x = M^t (c_1 v_1 + \cdots + c_n v_n) = c_1 \lambda_1 v_1 + \cdots + c_n \lambda_n v_n \).

So, if \( \lambda_1 = 1 \) and \( 1 > \lambda_i > 0 \) for \( i > 1 \), then \( M^t x \) will converge to \( c_1 v_1 \), and thus \( M \) has a stationary distribution and the convergence rate depends on the gap between \( \lambda_1 \) and \( \lambda_2 \).

This is how we are going to prove that there is a unique stationary distribution for \( W \), and the convergence rate depends on the value of \( \lambda_2 \).

Except that \( W \) is not a symmetric matrix, and in general does not have an orthonormal basis of eigenvectors.

But once again we use the fact that \( W \) is similar to the normalized adjacency matrix \( A \), and \( A \) has an orthonormal basis of eigenvectors.

Uniqueness

Consider \( W^t p_0 = D^{\frac{1}{2}} \left( \frac{1}{2} I + \frac{1}{2} A \right) D^{-\frac{1}{2}} p_0 \)

To take advantage of the orthonormal basis of eigenvectors of \( A \), let’s write \( D^{\frac{1}{2}} p_0 = \sum_i c_i v_i \), where \( v_1, v_2, \ldots, v_n \) are the eigenvectors of \( A \), and \( \alpha, \beta, \gamma, \ldots, \delta \) are the corresponding eigenvalues of \( A \).

Then \( W^t p_0 = D^{\frac{1}{2}} \left( \frac{1}{2} I + \frac{1}{2} A \right)^t \sum_i c_i v_i = D^{\frac{1}{2}} \sum_i \frac{1}{2} (1 + \delta_i) c_i v_i = D^{\frac{1}{2}} \sum_i c_i \lambda_i^t v_i = c_i D^{\frac{1}{2}} \sum_i \frac{1}{2} \lambda_i^t v_i \),

where we used the above notation that \( \lambda_i = \frac{1}{2} (\alpha_i, \beta_i) \) and the fact that \( \lambda_1 = 1 \).

Recall that if \( G \) is connected then \( \lambda_1 < 1 \), and \( 1 > \lambda_i \) for all \( i \).

So, \( W^t p_0 \) will converge to \( c_1 D^{\frac{1}{2}} v_1 \). Let’s see whether it is what we expect to be, i.e. \( c_1 D^{\frac{1}{2}} v_1 = \pi \).

Recall that \( \pi \) is an eigenvector of \( A \) with eigenvalue one, and so \( v_1 = \frac{\pi}{\sqrt{\| \pi \|}} \).

Note that \( c_i = \langle D^{\frac{1}{2}} p_0, v_i \rangle = \frac{1}{\sqrt{2m}} p_0^t D^{\frac{1}{2}} D^{-\frac{1}{2}} = \frac{1}{\sqrt{2m}} p_0^t D^{\frac{1}{2}} \pi = \frac{1}{\sqrt{2m}} \), since \( p_0 \) is a probability distribution.

Therefore, \( c_1 D^{\frac{1}{2}} v_1 = \frac{1}{\sqrt{2m}} D^{\frac{1}{2}} \left( \frac{\pi}{\sqrt{2m}} \right) = \frac{\pi}{\sqrt{2m}} = \pi \), and thus \( W^t p_0 = \pi \) as \( t \to \infty \).

This proves that the lazy random walk converges to \( \pi \) in a connected graph for any initial distribution.
Convergence Rate

Suppose $\lambda_2 = 1 - \varepsilon$. This is same as saying $\alpha_2 = 1 - 2\varepsilon$ for the normalized adjacency matrix $A$.

Recall that $p_t = W^T e = \Pi + D^T \sum \mathbf{c}_i \mathbf{v}_i = \Pi + (1 - \varepsilon)^t D^T \sum \mathbf{c}_i \mathbf{v}_i$.

So $\| p_t - \Pi \| \leq (1 - \varepsilon)^t \| D^T \sum \mathbf{c}_i \mathbf{v}_i \| \leq (1 - \varepsilon)^t \| D^T \sum \mathbf{c}_i \mathbf{v}_i \| \leq (1 - \varepsilon)^t \max \frac{e}{\lambda_{\infty}} \| \sum \mathbf{c}_i \mathbf{v}_i \|$

Recall that $D^T p_0 = \sum \mathbf{c}_i \mathbf{v}_i$, and so $\| D^T p_0 \|^2 = \| \sum \mathbf{c}_i \mathbf{v}_i \|^2 = \sum \mathbf{c}_i \mathbf{v}_i > \sum \mathbf{c}_i \mathbf{v}_i = \| \sum \mathbf{c}_i \mathbf{v}_i \|^2$ as $\mathbf{v}_i$ are orthonormal.

Note that $\| D^T p_0 \| \leq \frac{1}{\lambda_{\infty}} \| e \|$, and so $\| p_t - \Pi \| \leq (1 - \varepsilon)^t \frac{\max \frac{e}{\lambda_{\infty}}}{\min \frac{e}{\lambda_{\infty}}} \| e \|$

Therefore, when $t = \Omega \left( \frac{1}{\varepsilon} \log n \right)$, $\| p_t - \Pi \|$ is inverse polynomial in $n$.

So, when there is a constant gap, the random walk will converge to $\Pi$ in $\Theta(\log n)$ steps.

By Cheeger’s inequality, the random walk will converge to $\Pi$ in $O(\log n / \phi^2)$ steps where $\phi$ is the conductance.

Random Sampling

One of the most important applications of random walk is to do random sampling.

Consider the card shuffling problem for example. We have a deck of 52 cards and our goal is to obtain a random permutation of the cards. Let’s say in every step we pick a random card and put it on the top of the deck. Will we get a random permutation if we repeat this step for sufficiently many steps? If so, how many steps are enough to guarantee an almost random permutation? These are exactly the first two basic questions above in this special case. To study these questions, one way is to study the corresponding graph where we have one vertex for each permutation, and there is an edge from a vertex $u$ to a vertex $v$ if we can obtain the permutation corresponding to $v$ by moving one card to the top from the permutation corresponding to $u$. (Note that in this example we have a directed graph, we can modify it to an undirected graph but we won’t bother to do it.) In this setting, the first question can be answered if we show that the stationary distribution is the uniform distribution. The second question can be answered by bounding the mixing time of the random walk. One can then study the performance of different shuffling rules, for example, it was proven that seven steps of “riffle” shuffling are enough.
You may wonder a random permutation is not difficult to generate anyway, but the real power of this method is to do random sampling of some complicated distribution. For example, can you generate a random perfect matching in a graph efficiently? To do so, one can try to define some simple random walk among the matchings of the graph (e.g., add an edge, delete an edge, find an augmenting path of length two). Show that there is a unique stationary distribution, and all perfect matchings are equally likely in the stationary distribution. This step is usually easy. The difficult step is to show that the random walk converges quickly. We can analyze it by the results that we have just discussed, by studying the second eigenvalue or the conductance of the graph, or by some other techniques such as coupling. This is also where the Cheeger’s inequality is very useful, by relating the second eigenvalue and the conductance.

It is interesting to note that how Cheeger’s inequality is used.

In situations where we want to bound the conductance (say in explicit constructions of constant degree expander graphs), we can’t bound the conductance directly and instead we bound the second eigenvalue (since the constructions are usually algebraic) and use Cheeger to bound the conductance.

In situations where we want to bound the mixing time, we want to bound the second eigenvalue, but somehow we can’t bound the second eigenvalue directly and instead we bound the conductance (since the problems are combinatorial) and use Cheeger to establish the mixing time.

**Determinization**

Suppose we have a randomized algorithm with error probability $1/100$ by reading $n$ random bits.

This means that among the $2^n$ $n$-bit strings, only $2^n/100$ are “bad” strings.

To amplify the success probability, one can pick $k$ random $n$-bit strings, then the error probability is at most $(1/100)^k$ with $kn$ random bits.

We show how to exponentially decrease the error probability while using only $n + ck$ bits for a constant $c$.

Construct a $d$-regular expander graph with $2^n$ vertices and $ε ≤ 1/10$.

In the first step, we use an $n$-bit random string, with error probability $≤ 1/100$.

In the subsequent steps, instead of picking independent $n$-bit strings, we do a $(x^n)$-step random walk and use
the strings corresponding to the vertices in the random walk as "random" n-bit strings.

After we try the k "random" strings, we use the majority answer as our answer.

What is the error probability of this algorithm? We output the wrong answer if the wrong answer is the majority.

Since the number of bad strings is at most $2^n/100$, the error probability is at most $(2/100)^k$ as we will show (by letting $X$ to be the number of bad strings in the theorem in the next section).

The number of random bits used is $n+\log_d(1/\epsilon)$, since each random neighbor can be chosen with $\log_d(1/\epsilon)$ bits.

Note that it works for two-sided error randomized algorithms as well.

This is just one example; expander graphs have many applications in derandomization.

---

**Random walks in expander graphs (optional)**

Let $G=(V,E)$ be a $d$-regular graph. Let’s assume $g \cdot \lambda_{d-1} \leq 8 \cdot 1/10$ where $\lambda_d$ is the eigenvalue of $A$.

Let $X \subseteq V$ with $|X| \leq |V|/100$.

Let $v_0$ be the initial random vertex, and $v_1,v_2,\ldots,v_k$ be the vertices produced by the $k$ steps of the random walk.

Let $S = \{ i : v_i \in X \}$. We choose $v_i$ as a uniformly random vertex, each vertex is of probability $1/n$.

**Theorem** \[ \Pr (|S| > k/2) \leq \left( \frac{2}{\sqrt{5}} \right)^{k+1}. \]

First we set up the matrix formulation of the problem.

The initial distribution is $\Pi = \frac{1}{n}.$

Let $X_0$ and $X_\bar{X}$ be the characteristic vectors of $X$ and $\bar{X}$, where $\bar{X} = V - X$.

Let $I_X$ be the diagonal matrix with a 1 in the $i$-th diagonal entry if $i \in X$, and similarly $I_{\bar{X}}$.

Let $P$ be a probability distribution. Then $I_X P$ is the probability vector on $X$.

Then $q = W I_X \Pi$ is the probability vector where the initial random vertex is in $S$, where $W = A$.

Then, the probability that the walk is in $X$ at precisely the time steps in $S$ is

\[ 2^k I_{X_0} W I_{Z_{t=1}} W I_{Z_{t=2}} W \ldots I_{Z_{t=k}} W I_{Z_{t=k+1}} \Pi, \] where

$Z_i = X$ if $i \in S$ and $Z_i = \bar{X}$ if $i \notin S$.

We will prove that this probability is at most $(1/e)^{|S|}$.

This will imply that $\Pr (|S| > k/2) \leq \frac{1}{(1/e)^{|S|}} \Pr ( \text{the walk is in } X \text{ at precisely the times in } S ) \leq \text{union bound}$

\[ \leq 2^k (1/e)^{|S|} \leq (2/e)^{|S|}. \]
Recall that \( \|M\| = \max_x \| Mx \|/\|x\| = \max_x x^T M x / x^T x \) for symmetric \( M \). You can check that \( \|I_x\| = \|I_{\tilde{x}}\| = \|W\| = 1 \).

We will prove that \( \|I_x W\| \leq 1/\varepsilon \), and this would imply that the above probability is at most \( (1/\varepsilon)^{\varepsilon} \).

To see this, \( \sum \tau_i^2 I_{x_i} W I_{\tilde{x}_i} W \ldots I_{x_n} W I_{\tilde{x}_n} W \tau = \sum \tau_i^2 (I_{x_i} W)(I_{\tilde{x}_i} W) \ldots (I_{x_n} W)(I_{\tilde{x}_n} W) \tau \)

\[ \leq \|I_{x_i} W\| (I_{x_i} W)(I_{\tilde{x}_i} W) \ldots (I_{x_n} W)(I_{\tilde{x}_n} W) \tau \| \quad \text{Cauchy–Schwarz} \]
\[ \leq \| I_{x_i} W \| \sum_{i=1}^n \| (I_{x_i} W)(I_{\tilde{x}_i} W) \| \| \tau \| \quad \text{trinagle inequality} \]
\[ \leq \| I_{x_i} W \| (1/\varepsilon) \varepsilon \| \tau \| \quad \text{as} \| I_{x_i} W \| \leq 1/\varepsilon \text{ if } Z_i = X \text{ and } \| I_{x_i} W \| \leq \| I_{\tilde{x}_i} W \| = 1 \text{ if } Z_i = \tilde{X} \]
\[ \leq (1/\varepsilon)^{\varepsilon} \| \tau \| \quad \text{as} \| I_{x_i} W \| = \sqrt{n} \text{ and } \| \tau \| = 1/\sqrt{n} . \]

It remains to prove that \( \|I_x W\| \leq 1/\varepsilon \).

Let \( x \) be any nonzero vector and write \( x = c_1 v_1 + \ldots + c_n v_n \), where \( v_i = x_i/\|x\| \) and \( c_i = <x,v_i> = x_i/\|x\| \).

\[ \| I_x W x \|^2 = \| I_x W (c_1 v_1 + \ldots + c_n v_n) \|^2 \leq \| I_x \sum_{i=1}^n c_i v_i \|^2 \leq 2 \| I_x \| \sum_{i=1}^n c_i v_i \|^2 \]
\[ \leq 2 \| I_x \| \left( \sum_{i=1}^n c_i^2 \right) \| v_i \|^2 \]
\[ = 2 \| I_x \| \left( \sum_{i=1}^n c_i^2 \right) \| v_i \|^2 \quad \text{by orthogonality} \]
\[ \leq 2 \| I_x \| \| x \|^2 \sum_{i=1}^n c_i^2 \| v_i \|^2 \quad \text{by Cauchy–Schwarz} \]
\[ \leq \frac{1}{\varepsilon} \frac{1}{\|x\|^2} \| x \|^2 \sum_{i=1}^n c_i^2 \| v_i \|^2 \]
\[ \leq \frac{1}{\varepsilon} \frac{1}{\|x\|^2} \| x \|^2 \sum_{i=1}^n c_i^2 \| v_i \|^2 \leq \frac{1}{\varepsilon} \frac{1}{\|x\|^2} \| x \|^2 + \frac{1}{\varepsilon} \frac{1}{\|x\|^2} \| x \|^2 \]

Thus \( \|I_x W x\| \leq \frac{1}{\varepsilon} \|x\| \), finishing the proof.
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