
CS 486/686: Introduction to 
Artificial Intelligence

Reinforcement Learning



Large State Spaces

• Computer Go: 3361 states

• Inverted pendulum:
• 4 dimensional, continuous state space

• Atari: 210 x 160 x 3 dimensions (pixel values)
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Value-Function Approximation

• So far we have represented value functions by a look-up table (tabular 
RL)
• Every state s has an entry V(S)
• Every state-action pair s,a has an entry Q(s,a)

• Issue
• There are too many states or actions to store in memory
• It is too slow to learn the value of each state individually
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Value-Function Approximation

• Estimate value functions with function approximation

• Let s=(x1, x2, …,xn)T or (s,a)=(x1(s,a), …,xn(s,a))T

• Linear: V s,𝐰 = ∑!𝑤𝑖 𝑥𝑖(𝑠)  , Q(s,a,w) = ∑!𝑤𝑖 𝑥𝑖(𝑠, 𝑎)
• Non-linear (e.g. neural networks): V(s,w) (Q(s,a,w))= g(x;w)
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V ⇡(s) ⇠ V̂ (s,w)

Q⇡(s, a) ⇠ Q̂(s, a,w)
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Recall: Neural Networks

• Network of units linked by weighted edges

• Each unit computes: z=h(wTx+b)
• Inputs: x
• Outputs: z
• Weights: w
• Bias: b
• Activation function: h

• Neural networks with at least one “large enough” hidden layer consisting 
of sigmoid/tanh/Gaussian units can approximate any function arbitrarily 
closely
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Recall: Traditional Neural Network
▪ Network of units (computational  

neurons) linked by weighted edges 

▪ Each unit computes:   
▪ Inputs:  
▪ Outputs: 
▪ Weights (parameters):  
▪ Bias: 
▪ Activation function (usually non-linear): 

z = h(wT x + b)
x

z
w

b
h

7



Gradient Q-Learning

• Minimize the error between Q-value estimate and a target 
• Estimate: Q(s,a,w)
• Target: r+𝛾maxa’ Q(s’,a’,w’)

• Squared Error:

• Gradient:
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err(w) =
1

2
[Q(s, a,w)� r � �max

a0
Q(s0, a0,w0)]2
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@Err

@w
= [Q(s, a,w)� r � �max

a0
Q(s0, a0,w0)]

@Q(s, a,w)

@w
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Gradient Q-Learning
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Gradient Q-learning 

10

Initialize weights  at random in  
Observe current state  
Loop 

Select action  and execute it 
Receive immediate reward  
Observe new state  

Gradient:  

Update weights:  
Update state: 

w [−1,1]
s

a
r

s′ 

∂Err
∂w

= [Qw(s, a) − r − γ max
a′ 

Qw(s′ , a′ )] ∂Qw(s, a)
∂w

𝒘 ← 𝒘 − 𝛼
𝜕𝐸𝑟𝑟
𝜕𝒘

s s′ 
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Convergence?

• Tabular Q-learning converges when 

• We typically set 𝛼t(s,a)=1/n(s,a) where n(s,a) is the number of times (s,a) is 
visited or 1/t.

• Linear function approximation
• Same convergence guarantees

• Non-linear function approximation
• No convergence guarantee
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t=0

↵t = 1 and
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t=0

↵2
t < 1
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Non-linear function approximation

Handling divergence:
• Experience replay
• Use two networks:

• Q-network
• Target network

Experience Replay
• Store previous experiences (s,a,,s’,r) into a buffer and sample a mini-batch of 

previous experiences at each step to learn by Q-learning
• Break correlations between successive updates (more stable learning)
• Less interactions with environment needed (better data efficiency)
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Target Network

• Use a target network that is updated only occasionally

• Repeat for each (s,a,s’,r) in a mini-batch:

• Observe: similar in spirit to value iteration
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w w � ↵t[Q(s, a,w)� r � �max
a0

Q(s0, a0,w0)]
@Q(s, a,w)

@r
w0  w
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Deep Q-network (DQN)

• Gradient Q-learning with 
• Deep neural networks
• Experience replay
• Target network
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Playing Atari with Deep Reinforcement Learning
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Abstract

We present the first deep learning model to successfully learn control policies di-
rectly from high-dimensional sensory input using reinforcement learning. The
model is a convolutional neural network, trained with a variant of Q-learning,
whose input is raw pixels and whose output is a value function estimating future
rewards. We apply our method to seven Atari 2600 games from the Arcade Learn-
ing Environment, with no adjustment of the architecture or learning algorithm. We
find that it outperforms all previous approaches on six of the games and surpasses
a human expert on three of them.

1 Introduction

Learning to control agents directly from high-dimensional sensory inputs like vision and speech is
one of the long-standing challenges of reinforcement learning (RL). Most successful RL applica-
tions that operate on these domains have relied on hand-crafted features combined with linear value
functions or policy representations. Clearly, the performance of such systems heavily relies on the
quality of the feature representation.

Recent advances in deep learning have made it possible to extract high-level features from raw sen-
sory data, leading to breakthroughs in computer vision [11, 22, 16] and speech recognition [6, 7].
These methods utilise a range of neural network architectures, including convolutional networks,
multilayer perceptrons, restricted Boltzmann machines and recurrent neural networks, and have ex-
ploited both supervised and unsupervised learning. It seems natural to ask whether similar tech-
niques could also be beneficial for RL with sensory data.

However reinforcement learning presents several challenges from a deep learning perspective.
Firstly, most successful deep learning applications to date have required large amounts of hand-
labelled training data. RL algorithms, on the other hand, must be able to learn from a scalar reward
signal that is frequently sparse, noisy and delayed. The delay between actions and resulting rewards,
which can be thousands of timesteps long, seems particularly daunting when compared to the direct
association between inputs and targets found in supervised learning. Another issue is that most deep
learning algorithms assume the data samples to be independent, while in reinforcement learning one
typically encounters sequences of highly correlated states. Furthermore, in RL the data distribu-
tion changes as the algorithm learns new behaviours, which can be problematic for deep learning
methods that assume a fixed underlying distribution.

This paper demonstrates that a convolutional neural network can overcome these challenges to learn
successful control policies from raw video data in complex RL environments. The network is
trained with a variant of the Q-learning [26] algorithm, with stochastic gradient descent to update
the weights. To alleviate the problems of correlated data and non-stationary distributions, we use
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Large State Spaces
▪ Computer Go:  states 
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DQN
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Deep Q-network (DQN)

19

Initialize weights  and  at random in  
Observe current state  
Loop 

Select action  and execute it 
Receive immediate reward  
Observe new state  
Add  to experience buffer  
Sample mini-batch of experiences from buffer 
For each experience  in mini-batch 
 Gradient:  

 Update weights:  

Update state:  
Every  steps, update target: 

w w [−1,1]
s

a
r

s′ 
⟨s, a, s′ , r⟩

⟨ ̂s, ̂a, ̂s′ , ̂r⟩
∂Err
∂w

= [Qw( ̂s, ̂a) − ̂r − γ max
̂a′ 

Qw( ̂s′ , ̂a′ )] ∂Qw( ̂s, ̂a)
∂w

w w − α
∂Err
∂w

s s′ 
 𝑐 w w
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DQN for Atari
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Deep Q-Network for Atari
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DQN versus Linear Approximation
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