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ABSTRACT

Image segmentation is an important problem in computer vision and has significant applications in the segmentation of cellular images. Many different imaging techniques exist and produce a variety of image properties which pose difficulties to image segmentation routines. Bright-field images are particularly challenging because of the non-uniform shape of the cells, the low contrast between cells and background, and imaging artifacts such as halos and broken edges. Classical segmentation techniques often produce poor results on these challenging images. Previous attempts at bright-field imaging are often limited in scope to the images that they segment. In this paper, we introduce a new algorithm for automatically segmenting cellular images. The algorithm incorporates two game theoretic models which allow each pixel to act as an independent agent with the goal of selecting their best labelling strategy. In the non-cooperative model, the pixels choose strategies greedily based only on local information. In the cooperative model, the pixels can form coalitions, which select labelling strategies that benefit the entire group. Combining these two models produces a method which allows the pixels to balance both local and global information when selecting their label. With the addition of k-means and active contour techniques for initialization and post-processing purposes, we achieve a robust segmentation routine. The algorithm is applied to several cell image datasets including bright-field images, fluorescent images and simulated images. Experiments show that the algorithm produces good segmentation results across the variety of datasets which differ in cell density, cell shape, contrast, and noise levels.
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1. INTRODUCTION

In the biological sciences there is often a need to analyse cellular images. Common tasks include counting the number of cells present in an image or tracking events such as cell splitting. Due to the ever increasing number of images being taken, automatic methods are desired to perform these tasks. The first step in many instances is to produce a segmentation of the image, in which we distinguish between the foreground and background of the images, or rather what is a cell and what is not.

There are multiple imaging techniques used by biologists to capture information about cells. Two general techniques are fluorescent imaging and bright-field imaging. Fluorescent images often have very good contrast, making them easy to segment automatically, however the process of producing them can be harmful to the cells.\textsuperscript{1} If we wish to image the cells with minimal interference we can use instead bright-field microscopy. The downside of using bright-field images is that they often have low contrast and imaging artifacts such as halos and broken edges. The artifacts in bright-field introduce challenges to automatic segmentation that most segmentation algorithms fail to overcome.

There has been significant research into the area of cellular image segmentation. Most of this work has been done with fluorescent microscopy, however there has been work done with bright-field images as well. Tscherepanow et al. propose a method using active contour methods for bright-field image segmentation.\textsuperscript{2} The method performs well, but is applied to only one type of cell and so questions about its robustness remain.

\hspace{1cm} For further information, please contact Ian Dimock: ibdimock@uwaterloo.ca, or Justin W.L. Wan: justin.wan@uwaterloo.ca.
A different algorithm proposed by Bradbury and Wan uses a spectral k-means method\textsuperscript{3} for bright-field image segmentation. This algorithm was also only tested with one series of images. A different approach proposed by Selinummi et al. combines multiple bright-field images of the same cells into a higher contrast projection.\textsuperscript{1} The method is successful however requires a specific imaging technique to be used. A common problem in most cases is that the methods are tested on only a single dataset. The methods may not be robust for all the various issues that arise in different image datasets.

This works aims to produce a robust algorithm that is capable of segmenting cellular images including bright-field images and other difficult datasets. We develop a novel algorithm that incorporates both a non-cooperative and cooperative game theoretic model and which performs well on a variety of real world and simulated datasets.

The layout of the paper is as follows. Section 2 will describe the mathematical model underlying the algorithm, the details of the game theoretic segmentation routine as well as several other implementation particulars. Section 3 will present the results of applying the segmentation algorithm to a variety of datasets. Finally we close with some concluding remarks in Section 4.

\section{2. METHODOLOGY}

The segmentation problem can be viewed as the process of labelling all the pixels in the image as either foreground or background (0 or 1). While there are many existing methods to perform cellular segmentation, game theory is rarely used for this application, however several examples do exist.\textsuperscript{4, 5} In this paper we adapt a method presented by Guo, Yu, and Ma.\textsuperscript{6} This model has each pixel in the image act as an independent agent or player in an n-agent game. To allow each pixel to make a decision we must provide the pixels with an objective function.

\subsection{2.1 N-agent Game Theoretic Image Segmentation}

In this model we represent the \( m \times n \) pixel image as a 2D grid of points. We index the points either by a conventional pair \((i, j)\), with \( i \in \{1 \ldots m\}, j \in \{1 \ldots n\} \) or as a single index \( s \in S = \{1 \ldots N\} \) where \( N = m \cdot n \). We can convert from \((i, j)\) to \( s \) using the following formula:

\[ s = m \cdot (j - 1) + i. \] (1)

The image data is given as \( u = (u_1, \ldots, u_N) \), where each \( u_s \) takes a value between 0 and 1, representing the intensity of a pixel. The goal of image segmentation is to identify foreground and background components. To achieve this we would like to assign each pixel in the image to either the background or the foreground represented by a label 0 or 1. We represent the segmentation as \( w = (w_1, \ldots, w_N) \), here each \( w_s \) is a binary variable taking either 0 or 1. A segmentation \( w \) thus provides each pixel with a label giving us potential foreground and background components.

\subsection{2.1.1 Game Theoretic Objective Function}

There are \( 2^N \) possible segmentations of a given image with \( N \) pixels. We would like to find the best possible segmentation of our image. We call this optimal segmentation \( w^* \). The segmentation \( w^* \) is that segmentation which is best explained by the pixels in our image. We can write this as a conditional probability \( P(w|u) \). This probability represents the quality at which a given segmentation \( w \) is explained by the image \( u \). Finding the segmentation \( w^* \) which maximizes this probability is an optimization problem with objective function \( P(w|u) \).

By applying Bayes’ rule we arrive at the following optimization problem:

\[ w^* = \arg \max_w P(w|u) = \arg \max_w P(u|w)P(w). \] (2)

Under the random field model we are using, we have that \( P(u|w) \) is independent across all points in the grid, so:

\[ P(u|w) = \prod_s P(u_s|w_s). \] (3)

We further assume that the distribution of \( P(u_s|w_s) \) is Gaussian. We have two classes, foreground and background, represented by 0 and 1. Each class will be represented by its own Gaussian distribution. We specify
these distributions by means and standard deviations: $(\mu_0, \sigma_0)$ for class 0, and $(\mu_1, \sigma_1)$ for class 1. We will let $k$ represent one of the two possible labels for a pixel, 0 or 1, so $k \in \{0, 1\}$. We are now ready to write down the distribution for $P(u_s|w_s)$ for a pixel $s$ taking class $k$:

$$P(u_s|w_s) = \frac{1}{\sqrt{2\pi\sigma_k}} \exp\left(-\frac{(u_s - \mu_k)^2}{2\sigma_k^2}\right). \quad (4)$$

To simplify our optimization we take the log of the argument. This preserves optimality since log is a monotone function. We get:

$$w^* = \arg\max_w \sum_s \left[ \log(P(u_s|w_s)) \right] + \log(P(w)). \quad (5)$$

The 2D grid that we have presented with the Gaussian distribution is a Markov Random Field (MRF). It satisfies the conditions of the Hammersley-Clifford Theorem, which allows us to write $P(w)$ according to a Gibbs distribution:

$$P(w) = \frac{1}{Z} \exp\left(-\sum_{X \in \mathcal{X}} V^X(w)\right). \quad (6)$$

Here, $Z$ is called the normalizing constant, and can be ignored after taking the logarithm. The function $V^X$ is called the clique potential for a clique $X$. A clique is a set of pixels all of which neighbour each other. We consider only four neighbours for each pixel (up, down, left, and right) so cliques in our grid consist only of pairs of pixels. Here $\mathcal{X}$ represents the set of all cliques. Since we only ever consider cliques of size two, we can redefine the potential function correspondingly:

$$V^X(w) \equiv v(w_s, w_r) = \begin{cases} -\beta & \text{if } w_s = w_r, \text{where } X = \{s, r\} \\ \beta & \text{if } w_s \neq w_r \end{cases}. \quad (7)$$

Here $\beta$ is a model parameter, which controls the scaling of the clique potential.

We can express our optimization in terms of energy. We wish to find the lowest total energy $E^{tot}$. We express this by expanding $P(w)$ in our objective function and grouping all terms by index $s$ to get:

$$w^* = \arg\min_w E^{tot} = \arg\min_w \sum_s E(u, w, s), \quad (8)$$

where $E(u, w, s)$ represents the local energy for a given pixel $s$. It is the combination of terms from the Gaussian distribution and the clique potentials of all cliques to which $s$ belongs. Recall, a pixel can be labelled 0 or 1 in our segmentation $w$. We define the energy when pixel $s$ is labelled 0 to be $E^0(u, w, s)$. Similarly, when pixel $s$ is labelled 1 the energy is $E^1(u, w, s)$. To minimize the total energy, we define the local energy of each pixel to be the minimum of these two:

$$E(u, w, s) = \min \left[ E^0(u, w, s), E^1(u, w, s) \right]. \quad (9)$$

The energy $E^0(u, w, s)$ is computed using $(\mu_0, \sigma_0)$ from the Gaussian distribution for class 0, and is defined as follows:

$$E^0(u, w, s) = \log(\sqrt{2\pi\sigma_0}) + \frac{(u_s - \mu_0)^2}{2\sigma_0^2} + \sum_{r \in N(s)} v(0, w_r), \quad (10)$$

where $N(s)$ represents the neighbourhood of pixel $s$ (all pixels belonging to a clique with $s$). We can similarly define $E^1(u, w, s)$:

$$E^1(u, w, s) = \log(\sqrt{2\pi\sigma_1}) + \frac{(u_s - \mu_1)^2}{2\sigma_1^2} + \sum_{r \in N(s)} v(1, w_r). \quad (11)$$

Equations (10) and (11) give us a way to compare the two possible labels which we can assign to pixel $s$. They will be the foundation on which we build the cooperative and non-cooperative components described in the following sections.
2.1.2 Non-Cooperative Strategy

From an initial segmentation $w_0$, we allow the pixels (agents) to compete in a non-cooperative game where each pixel tries to minimize its local energy, using the labels of its neighbours as information. Agents in a non-cooperative game play greedily, in the sense that they do not seek to form teams or coalitions even if that would be mutually beneficial. The ideal outcome in our game would be to find a Nash equilibrium. A Nash equilibrium is defined such that no agent in the game can improve its objective value by changing strategies. In the segmentation scenario this would represent a stable segmentation.

There are two difficulties in finding this equilibrium. Firstly, we are not allowing the pixels to pick strategies which are distributions over their actions, and as such the Nash Equilibrium is not guaranteed to exist. Secondly, even if it does exist it may be difficult to find due to the number of agents involved. We turn to a technique called best response dynamics, which is a method by which agents can choose their strategies. It is an iterative procedure where agents update their strategy based on local information. In this case, the pixels will update their label based on the labels of their neighbours. By this we mean that each pixel $s$ will compute $E^0$ and $E^1$ based on the previous segmentation, and choose either the strategy 0 or 1 which produced the lowest energy. This process can converge to a Nash equilibrium or sometimes get stuck in a cycle. Our observations are that if a cycle is encountered it is only with a small portion of the total pixels. We can halt the iterations if this cycling occurs and we find in practice that not finding a true Nash equilibrium does not affect the results.

The general procedure for the non-cooperative game is outlined in Algorithm 1. The inputs for the algorithm are the original image, $u$, some initial segmentation $w^0$, as well as a limit on the number of iterations, $K$, which will be a model parameter.

**Algorithm 1 Non-Cooperative Segmentation**

**Input:** Image $u$, initial segmentation $w^0$

**Output:** Segmentation $w^{\text{non-coop}}$, local energies $E^{\text{non-coop}}$

1: function **Non-Cooperative-Segmentation**($u, w^0$)
2: for $i = 1$ to $K$ do
3:     Compute $\mu_0, \sigma_0, \mu_1, \sigma_1$ from $w^{i-1}$ and $u$
4:     for Each pixel $s \in S$ do
5:         Compute $E^0 = E^0(u, w^{i-1}, s)$
6:         Compute $E^1 = E^1(u, w^{i-1}, s)$
7:         if $E^0 < E^1$ then
8:             Set $w^i_s = 0$
9:             Set $E_s^{\text{non-coop}} = E^0$
10:        else
11:            Set $w^i_s = 1$
12:            Set $E_s^{\text{non-coop}} = E^1$
13:        end if
14:     end for
15:     if $w^i = w^{i-1}$ then
16:         return $w^i, E^{\text{non-coop}}$
17:     end if
18: end for
19: return $w^K, E^{\text{non-coop}}$
20: end function

Each iteration $i$ of the algorithm starts by computing the mean and standard deviation for the two classes 0 and 1. This is done by using the segmentation labels provided by the previous iteration (or the initial segmentation $w^0$). The algorithm proceeds by computing energies $E^0$ and $E^1$ for each pixel $s$ using equations (10) and (11). Finally the algorithm chooses the preferred label $w^i_s$ for each pixel by comparing $E^0$ and $E^1$. It also stores the value of the local energy it has chosen in the variable $E_s^{\text{non-coop}}$, which is also indexed by $S$. These local energies and the final segmentation $w^{\text{non-coop}}$ are the outputs of the algorithm.
Segmentation results from this algorithm are generally not very good. In this non-cooperative game the agents make decisions base only on information from their four neighbouring pixels. This tends to produce a lot of noise in the final segmentation. We wish to provide a way for the pixels to incorporate information into their decisions from further away in the image. In the next section we introduce a cooperative component to the game that allows the agents to do this.

2.1.3 Cooperative Strategy

To introduce cooperation into the game that the agents are playing we first introduce the concept of a coalition. Here we define a coalition $C$ to be a collection of pixels $C \subseteq S$, such that all pixels are all spatially connected, meaning all pixels can be reached from one another by travelling amongst shared neighbours. We can split the entire image into coalitions in this way. We introduce the collection of all coalitions, $\mathcal{C} = \{C_1, C_2, \ldots, C_P\}$, with the properties that the entire image is divided amongst the coalitions, $S = C_1 \cup C_2 \cup \ldots \cup C_P$, and that no two coalitions share any pixels, $C_i \cap C_j = \emptyset, \forall i \neq j$.

We also introduce an extension to the local energy functions from (10) and (11) to define energies for an entire coalition:

\[
E^0(u, w, C) = \sum_{s \in C} E^0(u, w^{C,0}, s), \tag{12}
\]

\[
E^1(u, w, C) = \sum_{s \in C} E^1(u, w^{C,1}, s). \tag{13}
\]

Here we use special segmentations $w^{C,0}$ and $w^{C,1}$ as input to the local energy functions; $w^{C,0}$ is a modification of the segmentation $w$ in which every pixel $s \in C$ is re-labelled 0, and similarly $w^{C,1}$ is a modification of the segmentation $w$ in which every pixel $s \in C$ is re-labelled 1.

With a set of coalitions, $\mathcal{C}$, we proceed by allowing each coalition to decide as a group which strategy all pixels belonging to that coalition will take. This procedure is detailed in Algorithm 2. Inputs to the algorithm are the image $u$, an initial segmentation $w^0$, and a set of coalitions $\mathcal{C}$.

**Algorithm 2** Cooperative Segmentation

**Input:** Image $u$, initial segmentation $w^0$, coalitions $\mathcal{C}$

**Output:** Segmentation $w^{\text{coop}}$, local energies $E^{\text{coop}}$

1: function COOPERATIVE-SEGMENTATION($u$, $w^0$, $\mathcal{C}$)  
2: Compute $\mu_0, \sigma_0, \mu_1, \sigma_1$ from $w^0$ and $u$  
3: for $C \in \mathcal{C}$ do  
4: Let $w^{C,0} = w^{C,1} = w$  
5: Set $w^{C,0} = 0, \forall s \in C$  
6: Set $w^{C,1} = 1, \forall s \in C$  
7: Compute $E^0 = \sum_{s \in C} E^0(u, w^{C,0}, s)$  
8: Compute $E^1 = \sum_{s \in C} E^1(u, w^{C,1}, s)$  
9: if $E^0 < E^1$ then  
10: $\forall s \in C$, set $w^{\text{coop}} = 0$  
11: $\forall s \in C$, set $E^{\text{coop}} = E^0(u, w^{C,0}, s)$  
12: else  
13: $\forall s \in C$, set $w^{\text{coop}} = 1$  
14: $\forall s \in C$, set $E^{\text{coop}} = E^1(u, w^{C,1}, s)$  
15: end if  
16: end for  
17: return $w^{\text{coop}}, E^{\text{coop}}$  
18: end function
The algorithm begins by computing the means and standard deviations for the classes 0 and 1 specified by the initial segmentation \( w^0 \). It continues by computing coalition energies for each \( C \in C \). It computes the energy \( E^0 \) given that the entire coalition \( C \) takes label 0 using equation (12) and the energy \( E^1 \) given that the entire coalition \( C \) takes label 1 using equation (13). By comparing these two coalition wide energies, the coalition makes a decision as to which label all its members should take. It stores the relevant local energies and also the labels that are chosen by each coalition. We are left at the end with the cooperative segmentation \( w^{coop} \) and the collection of local energies, \( E^{coop} \), which each pixel computed when choosing its label.

This cooperative game tends to produce large coalitions, and has trouble segmenting fine details in the image because there is no way to reduce coalition size. To achieve a segmentation with strengths from both the the non-cooperative routine as well as this cooperative one, we incorporate the two into a single segmentation algorithm, described in the next section.

2.1.4 Strategy Integration

In this section we describe the procedure by which the non-cooperative and cooperative segmentation routines are integrated into a single procedure. We have segmentations produced by those routines: \( w^{non-coop} \) and \( w^{coop} \) as well as the collection of local energies computed as each pixel chose its label in Algorithms 1 and 2: \( E^{non-coop} \) and \( E^{coop} \).

Normally two segmentations would be hard to compare and combine, however we built each routine upon the same local energy functions (10) and (11). To produce a combined segmentation, \( w^{comb} \), we simply compare the cooperative and non-cooperative energies from \( E^{non-coop} \) and \( E^{coop} \). The details of this are presented in Algorithm 3.

**Algorithm 3** Combine Non-Cooperative and Cooperative Segmentations

**Input:** Segmentations \( w^{non-coop} \) and \( w^{coop} \), energies \( E^{non-coop} \) and \( E^{coop} \)

**Output:** Segmentation \( w^{comb} \)

1: function COMBINED-SEGMENTATION(\( w^{non-coop}, w^{coop}, E^{non-coop}, E^{coop} \))
2: for \( s \in S \) do
3: if \( E_s^{non-coop} < E_s^{coop} \) then
4: Set \( w_s^{comb} = w_s^{non-coop} \)
5: else
6: Set \( w_s^{comb} = w_s^{coop} \)
7: end if
8: end for
9: return \( w^{comb} \)
10: end function

As mentioned, the inputs to the algorithm are the two segmentations and the two collections of local energies: \( w^{non-coop}, w^{coop}, E^{non-coop}, \) and \( E^{coop} \). For each pixel \( s \), the algorithm compares the local energies \( E_s^{non-coop} \) and \( E_s^{coop} \). Whichever has the smaller energy, provides the label for the combined segmentation \( w^{comb} \). In this way each pixel in the combined segmentation is provided with a label from either \( w^{non-coop} \) or \( w^{coop} \).

Similar to the iterations in the non-cooperative component, we can iterate this combination procedure until a stable segmentation is reached. At each step we must update the coalitions with information from the new combined segmentation. We use our definition that coalitions are spatially connected regions of pixels that have chosen the same strategy. We can thus construct the coalitions by performing a breadth first search on our segmentation, grouping together pixels with the same label.

With a new set of coalitions we repeat the process of computing both the non-cooperative and cooperative segmentations, as well as performing the combination procedure. These steps are iterated a certain number of times specified by parameter \( L \). In general, the algorithm is found to converge in \( \sim 10 \) iterations.
2.2 Additional Algorithm Details

There are several extra components involved in the complete algorithm. Firstly, we need an initial set of coalitions. These are created simply by dividing the image up into square blocks of side length $B$, a model parameter.

We also require an initial segmentation as input to the first iteration. Any segmentation algorithm would do for this purpose. We settled on a two class k-means algorithm, finding that it was both fast and produced a sufficiently good initial segmentation for all the datasets tested. We use the pixel intensities as input to the k-means algorithm.

The final component was a post-processing step. The game theoretic algorithm tends to have some noisy edges when the input image is correspondingly noisy. To help clean up the noisy edges as well as fill in any small holes amongst the cells, we perform a Chan-Vese active contours algorithm\(^9\) using our output segmentation from the game theoretic algorithm as input. Figure 1 shows the outcome of performing our active contours smoothing step, with a noisy input image.

With all these components in place, the resulting algorithm is completely automated and found to be quite robust, performing well on a variety of datasets. The procedure is summarized in Algorithm 4.

---

**Algorithm 4** Game Theoretic Segmentation

**Input:** Image $u$

**Output:** Segmentation $w^{gt}$

1: function GT-Segmentation($u$)
2:  Compute $w^{0}$ by two class k-means
3:  Initialize $C$ as blocks of size $B$
4:  $w^{gt} = w^{0}$
5:  for $i = 1$ to $L$ do
6:     $w^{non-coop}, E^{non-coop} = \text{Non-Cooperative-Segmentation}(u, w^{gt})$
7:     $w^{coop}, E^{coop} = \text{Cooperative-Segmentation}(u, w^{gt}, C)$
8:     $w^{gt} = \text{Combined-Segmentation}(w^{non-coop}, w^{coop}, E^{non-coop}, E^{coop})$
9:     Recompute $C$ by breadth first search
10: end for
11: Use Chan-Vese active contours to smooth $w^{gt}$
12: return $w^{gt}$
13: end function

---

Figure 1: Left: Input image from ISBI 2013 Cell tracking challenge dataset C2DL-MSC 01. Middle: Segmentation result before applying Chan-Vese smoothing procedure. Right: Segmentation after applying Chan-Vese smoothing procedure.
3. NUMERICAL RESULTS

The algorithm as presented was implemented in MATLAB. The largest image sizes segmented were $1024 \times 1024$ pixels. We must select several model parameters for our algorithm. Firstly, $\beta$, which controls the relative strength in the terms of our energy function. We have the block size of our initial coalitions $B$. We also have $K$, the maximum number of iterations performed in the non-cooperative component, and $L$, the total number of iterations we perform in the combined algorithm. In all cases we select $K = 30$, and $L = 10$. $B$ ranges from $8 \sim 20$ depending on the input image size.

The Chan-Vese active contour algorithm also requires several parameters to be selected. The only parameter we change between datasets is the parameter $\mu = \mu_{CV}$ from the Chan-Vese formulation, otherwise we set the total number of iterations to $T = 10$ and timestep to $\Delta t = 0.3$. All other parameter values are adapted from the literature: $\nu = 0, \lambda_1 = \lambda_2 = 1, h = 1$.

In summary, only $\beta$, $\mu_{CV}$, and $B$ must be chosen for each run of the algorithm, and we found that the same parameters can be used across all images in a given dataset with good results. Even between datasets, the values of these parameters changes minimally.

We now present the results of our algorithm on a set of bright-field C2C12 cell images courtesy of the Genomic Laboratory at McGill University. The size of the images is $512 \times 512$ pixels. These images contain several challenges to segmentation including bright halos and low contrast cells. Cells undergoing splitting pose an additional challenge to segmentation. The results of the segmentation algorithm is presented in Figure 2. As can be seen, the majority of the cells have been successfully segmented. The parameters used for these images were: $\beta = 1.5, \mu_{CV} = 6, B = 8$.

![Figure 2: Segmentations for bright-field C2C12 cell images. First column: input images. Second column: game theoretic segmentation results. Third column: visualization of the segmentation.](image-url)

To further test the robustness of the algorithm we tested it on datasets from the International Symposium on Biomedical Imaging (ISBI) 2013 Cell Tracking Challenge. The datasets here cover a variety of cell imaging techniques including simulated images. To compare segmentation results across submissions to the challenge the...
Jaccard Similarity Index was used. Given the set of pixels representing the ground truth for a cell, \( R \), and the set of pixels representing the segmentation of a cell, \( S \), the Jaccard score is computed as: 
\[
J(R, S) = \frac{|R \cap S|}{|R \cup S|}
\]
This score lies between 0 and 1 for a given cell, and the score across all cells in an image is averaged to provide a score for that image. The Jaccard scores listed for the game theoretic algorithm we have presented are those with smoothing included. We computed the Jaccard scores on several examples both before and after applying the final active contour smoothing operation. There was minimal improvement or even slightly lower scores after smoothing.

We compared our segmentation algorithm against the six entrants\(^{11–16}\) of the challenge across the twelve 2D datasets provided. The results are summarized in Table 1. It can be seen that the game theoretic algorithm we have presented is competitive with the stronger entries in the competition. The KTH-SE submission was arguably the strongest entered, and compared head to head, our game theoretic approach outperforms it on 9 of 12 datasets. Another challenge submission, LEID-NL, performs very well on the simulated N2DH-SIM datasets. Comparing head to head again, our game theoretic algorithm outperforms it on 5 of 6 of these simulated images. The game theoretic algorithm performs particularly well on the two C2DL-MSC series. As can be seen in the table, these were the hardest images to segment amongst all the challenge datasets. This is because of their high noise level and irregularly shaped cells.

Table 1: Segmentation scores from ISBI 2013 Cell Tracking Challenge as well as game theoretic algorithm for datasets provided by the Cell Tracking Challenge. Bolded entries are the highest score for that dataset. Adapted from http://www.codesolorzano.com/celltrackingchallenge/

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C2DL-MSC</th>
<th>N2DH-GOWT1</th>
<th>N2DL-HeLa</th>
<th>N2DH-SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Series</td>
<td>01</td>
<td>02</td>
<td>01</td>
<td>02</td>
</tr>
<tr>
<td>COM-US</td>
<td>0.06</td>
<td>0.15</td>
<td>0.69</td>
<td>0.39</td>
</tr>
<tr>
<td>HEID-GE</td>
<td>0.34</td>
<td>0.43</td>
<td>0.84</td>
<td>0.89</td>
</tr>
<tr>
<td>KTH-SE</td>
<td>0.49</td>
<td>0.66</td>
<td>0.86</td>
<td>0.91</td>
</tr>
<tr>
<td>LEID-NL</td>
<td>N/A</td>
<td>N/A</td>
<td>0.84</td>
<td>0.88</td>
</tr>
<tr>
<td>PRAG-CZ</td>
<td>0.15</td>
<td>0.21</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>UPM-ES</td>
<td>0.41</td>
<td>0.19</td>
<td>0.55</td>
<td>0.63</td>
</tr>
<tr>
<td>GameTheoretic</td>
<td>0.55</td>
<td>0.75</td>
<td>0.86</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Figure 3 shows select segmentations by our game theoretic algorithm on datasets from the ISBI challenge. The datasets from top to bottom: C2DL-MSC series 02, 1200 × 782 pixels using parameters \( \beta = 2.5, \mu_{CV} = 2.5, B = 16; \) N2DH-GOWT1 series 01, 1024 × 1024 pixels using parameters \( \beta = 2.6, \mu_{CV} = 10, B = 20; \) N2DH-SIM series 06, 480 × 270 pixels using parameters \( \beta = 1.2, \mu_{CV} = 10, B = 10; \) N2DL-HeLa series 01, 1100 × 700 pixels using parameters \( \beta = 2.2, \mu_{CV} = 10, B = 14; \) and C2DL-MSC series 01, 992 × 832 pixels using parameters \( \beta = 2.5, \mu_{CV} = 10, B = 16. \)

4. CONCLUSION

In this work we have developed a segmentation algorithm using game theoretic models not often seen in image segmentation. The algorithm combines two paradigms of game theory, cooperative and non-cooperative games, into a single iterative procedure. With the addition of a k-means initialization stage and active contour smoothing, the result is a robust segmentation algorithm that requires very little parameter tuning and performs well on a variety of datasets. In particular, the algorithm performs well on challenging bright-field images and other difficult to segment cellular images.
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