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Natural Language Processing and 
Information Retrieval: Together at Last!



It’s an exciting time to do research!
(beginning of a new era…)



It’s an exciting time to do research!
(beginning of a new era…)



This is my personal journey
(You’re not going to find this in a textbook)

This is by definition a biased view.

IR makes NLP useful. 
NLP makes IR interesting.

Source: flickr (tapasinthesun/49114923568)



1997: My journey begins

Source: Philip Greenspun, Wikipedia



1993: The START System
First QA system on the web!

http://start.csail.mit.edu/



http://start.csail.mit.edu/



You’re a wizard, Harry…
You’re going to spend your career working on this, Jimmy…

Source: Harry Potter (Warner Bros. Pictures)



My career-long quest…
Connecting users with relevant information

Source: flickr (71855373@N00/50092059017)



My career-long quest…
Connecting users with relevant information

What? text, speech, images, graphs, semi-structured 
data, relational data…

Who? general information seekers, domain experts, 
legal scholars, historians, data scientists, etc.

Information Access
(ad hoc retrieval, question answering, summarization, …)



Information Access

The challenge of scale

The challenge of understanding



Working hypothesis:
solving the information access problem 

requires understanding texts



What does “understanding” mean?

For this talk, I’ll treat it like pornography.

I shall not today attempt further to define the kinds of material 
I understand to be embraced within that shorthand description 
[“hard-core pornography”], and perhaps I could never succeed 

in intelligibly doing so. But I know it when I see it…

counting the frequency of terms
identifying named entities

syntactic parsing
semantic role labeling

U.S. Supreme Court Justice Potter Stewart 
in Jacobellis v. Ohio (1964) 

Increasing “understanding”



Working hypothesis:
solving the information access problem 

requires understanding texts

Working hypothesis, revised:
solving the information access problem 
requires the synthesis of NLP and IR



NLP

IR

Surely, this must be the case?



Not necessarily so!

Using WordNetTM to Disambiguate Word Senses for Text Retrieval

Ellen M. Voorhees
Siemens Corporate Research, Inc.

755 College Road East
Princeton, NJ 08540

ellenQlearning. scr.siemens.com

Abstract

This paper describes an automatic indexing pro-
cedure that uses the “IS-A” relations contained
within WordNet and the set of nouns contained
in a text to select a sense for each polysemous
noun in the text. The result of the indexing proce-
dure is a vector in which some of the terms repre-
sent word senses instead of word stems. Retrieval
experiments comparing the effectiveness of these
sense-based vectors vs. stem-based vectors show
the stem-based vectors to be superior overall, al-
though the sense-based vectors do improve the per-
formance of some queries. The overall degradation
is due in large part to the difficulty of disambiguat-
ing senses in short query statements. An analysis
of these results suggests two conclusions: the IS-A

links define a generalization/specialization hierar-
chy that is not sufficient to reliably select the cor-
rect sense of a noun from the set of fine sense dis-
tinctions in WordNet; and missing correct matches
because of incorrect sense resolution has a much
more deleterious effect on retrieval performance
than does making spurious matches.

1 Introduction

Retrieval systems that employ automatic indexing
techniques to create text representatives from nat-

t WordNet is a trademark of Princeton University.
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Machinery. To copy otherwise, or to republish, requires a fee
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ural language must deal with the problems of poly-
semy and synonymy. Polysemy, a single word form
having more than one meaning, depresses precision
by causing false matches, while synonymy, mul-
tiple words having the same meaning, depresses
recall by causing true conceptual matches to be
missed. In principle, polysemy and synonymy can
be handled by assigning different senses of a word
different concept identifiers and assigning the same
concept identifier to synonyms. In practice, this
requires procedures that are capable of recogniz-
ing synonyms, and that can not only detect uses
of different senses of a word but can also resolve
which meaning is intended in each case.

This paper describes an experiment in which
a completely automatic indexing procedure at-
tempts to detect and resolve the senses of the poly-
semous nouns occurring in the texts of documents
and queries. In particular, the procedure selects
a single WordNet synonym set as the meaning of
each noun. A synonym set is selected on the ba-
sis of the difference between the pattern of syn-
onym sets that are visited for the given text and
the pattern produced for the collection as a whole.
The result of the indexing procedure is a vector in
which some of the concepts represent word senses
(the synonym sets) instead of word stems. The
efficacy of the disambiguation procedure is tested
by comparing the retrieval effectiveness of the re-
sulting sense-based vectors to the effectiveness of
stem-based vectors for five standard test collec-
tions.

The disambiguation procedure was developed as
a possible method for exploiting the semantics con-
tained within WordNet to
tiveness. Accordingly, the
per describes WordNet in

improve retrieval effec-
next section of the pa-
some detail to provide
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SIGIR 1993

Surely, understanding bank (side of river) vs. 
bank (place to deposit money) must help search?

Nope!



Not necessarily so!

Word Sense Disambiguation and Information Retrieval

Mark Sanderson
Department of Computing Science,

University of Glasgow,
Glasgow G128QQ
United Kingdom

(emaik sandersc@dcs@a.ac.uk)

Abstract

It has often been thought that word sense ambiguity is a cause of poor performance in Information Retrieval
(IR) systems. The belief is that if ambiguous words can be correctly disambiguated, IR performance wilI
increase. However, recent research into the application of aword sense disambiguator to an IR system failed
to show any ~rformance increase. From these results it has become clear that more basic research is needed
to investigate the relationship between sense ambiguity, disambiguation, and IR.

Using a technique that introduces additional sense ambiguity into a collection, this paper presents researc h
that goes beyond previous work in this field to reveal the influence that ambiguity and disambiguation have
on a probabilistic IR system. We conclude that word sense ambiguity is only problematic to an IR system
when it is retrieving from very short queries. In addition we argue that if a word sense disambiguator is to
be of any use to an IR system, the disambiguator must be able to resolve word senses to a high degree of
accuracy.

1 Introduction

Word ambiguity is not something that we encounter in every day life, except perhaps in the context of jokes.
Somehow, when an ambiguous word is spoken in a sentence, we are able to select the correct sense of that word
without considering alternative senses. However, in any application where a computer has to process natural
language, ambiguity is a problem. For example, if a language translation system encountered the word ‘bat’ in a
sentence, should the translator regard the word asmeaning an implement used in sports to hit balls; or a furry, flying
mammal?

The field of R is no exception to this problem. For example, a manager of an on-line news retrieval system reported
(in a personal communication with the author) that the recent change in British Prime Minister has cauwd problems.
A number of users had tried to retieve articles about the Prime Minister using the query ‘major’. This query caused
many articles about ‘John Major’ to be retrieved. However, in addition many more articles were retrieved where
‘major’ was used as an adjective or as the mme of a military rank.

From this example, it seems reasonable to assume that an IR system will improve its performance if the documents
it ~trieves are ~prmented by word senses rather than words. Recently, research was conducted to investigate this
method of document representation. The researchers used a word sense disambiguator (a program that attempts to
resolve the senses of ambiguous words) to disambiguate an IR test collection. However, experiments using this
disambiguated collection showed a drop in retrieval performance.

As a consequence of this unexpected result, it was clear that a more basic investigation of the significance of
ambiguity to IR was required. It is the results of this investigation that are presented here.

The structure of this paper is as follows. A brief review of previous research is presented in Section 2, followed by
an outline of the experimental objectives. Section 3 describes the experimental methods used. This is followed in
Section 4 by a description of results, Finally, Section 5 covers conclusions and future work.

SIGIR 1994

tl;dr – in principle, would help, but NLP (at the time) sucked too much



Working hypothesis, revised:
solving the information access problem 
requires the synthesis of NLP and IR

Now let me take you on a journey…



It’s a long and winding road…
(that spans six decades)

Source: flickr (148598741@N02/50125505998)



But you already know where it ends…



(1) Select some promising texts

(2) Understand selected texts

= Tackling the issue of scale

= Tackling the issue of understanding

Information Access in Two Steps



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

document (ad hoc) retrieval
question answering



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

document (ad hoc) retrieval
question answering

(Do we actually need this?)

Working hypothesis, revised:
solving the information access problem 
requires the synthesis of NLP and IR



Some History
(And yes, NLP and IR existed before neural networks.)

Source: flickr (53292075@N04/48939537413)



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

document (ad hoc) retrieval

(Do we actually need this?)



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

document (ad hoc) retrieval

Appears not!



Learning to Rank

Information Access in Two Steps

Select some 
promising texts

document (ad hoc) retrieval

pre-neural, pre-BERT (pre-history?)

Li, Hang. Learning to Rank for Information Retrieval and Natural 
Language Processing. Morgan & Claypool Publishers, 2011.

Liu, Tie-Yan. Learning to Rank for Information Retrieval. Foundations 
and Trends in Information Retrieval, 3(3):225-331, 2009.



Learning to Rank

Information Access in Two Steps

Select some 
promising texts

document (ad hoc) retrieval

pre-neural, pre-BERT (pre-history?)

Lots of hand-crafted features, lots of (noisy) data, feed to a supervised model!

(and yes, some of these models were neural networks)



Learning to Rank using Gradient Descent

Keywords: ranking, gradient descent, neural networks, probabilistic cost functions, internet search

Chris Burges cburges@microsoft.com
Tal Shaked∗ tal.shaked@gmail.com
Erin Renshaw erinren@microsoft.com

Microsoft Research, One Microsoft Way, Redmond, WA 98052-6399

Ari Lazier ariel@microsoft.com
Matt Deeds madeeds@microsoft.com
Nicole Hamilton nicham@microsoft.com
Greg Hullender greghull@microsoft.com
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Abstract

We investigate using gradient descent meth-
ods for learning ranking functions; we pro-
pose a simple probabilistic cost function, and
we introduce RankNet, an implementation of
these ideas using a neural network to model
the underlying ranking function. We present
test results on toy data and on data from a
commercial internet search engine.

1. Introduction

Any system that presents results to a user, ordered
by a utility function that the user cares about, is per-
forming a ranking function. A common example is
the ranking of search results, for example from the
Web or from an intranet; this is the task we will con-
sider in this paper. For this problem, the data con-
sists of a set of queries, and for each query, a set
of returned documents. In the training phase, some
query/document pairs are labeled for relevance (“ex-
cellent match”, “good match”, etc.). Only those doc-
uments returned for a given query are to be ranked
against each other. Thus, rather than consisting of a
single set of objects to be ranked amongst each other,
the data is instead partitioned by query. In this pa-
per we propose a new approach to this problem. Our
approach follows (Herbrich et al., 2000) in that we
train on pairs of examples to learn a ranking function

Appearing in Proceedings of the 22 nd International Confer-
ence on Machine Learning, Bonn, Germany, 2005. Copy-
right 2005 by the author(s)/owner(s).

that maps to the reals (having the model evaluate on
pairs would be prohibitively slow for many applica-
tions). However (Herbrich et al., 2000) cast the rank-
ing problem as an ordinal regression problem; rank
boundaries play a critical role during training, as they
do for several other algorithms (Crammer & Singer,
2002; Harrington, 2003). For our application, given
that item A appears higher than item B in the out-
put list, the user concludes that the system ranks A
higher than, or equal to, B; no mapping to particular
rank values, and no rank boundaries, are needed; to
cast this as an ordinal regression problem is to solve an
unnecessarily hard problem, and our approach avoids
this extra step. We also propose a natural probabilis-
tic cost function on pairs of examples. Such an ap-
proach is not specific to the underlying learning al-
gorithm; we chose to explore these ideas using neural
networks, since they are flexible (e.g. two layer neural
nets can approximate any bounded continuous func-
tion (Mitchell, 1997)), and since they are often faster
in test phase than competing kernel methods (and test
speed is critical for this application); however our cost
function could equally well be applied to a variety of
machine learning algorithms. For the neural net case,
we show that backpropagation (LeCun et al., 1998) is
easily extended to handle ordered pairs; we call the re-
sulting algorithm, together with the probabilistic cost
function we describe below, RankNet. We present re-
sults on toy data and on data gathered from a com-
mercial internet search engine. For the latter, the data
takes the form of 17,004 queries, and for each query,
up to 1000 returned documents, namely the top docu-

∗Current affiliation: Google, Inc.

Information Access in Two Steps
document (ad hoc) retrieval

Lots of hand-crafted features, lots of (noisy) data, feed to a supervised model!

(and yes, some of these models were neural networks)

RankNet (ICML, 2005)



Computation of Term Associations by a
Neural Network

S.K.M. Wong and Y.J. Cai

Department of Computer Science, University of Regina

Regina, Saskatchewan, Canada S4S 0A2

Y.Y. Yao

Department of Mathematical Sciences, Lakehead University

Thunder Bay, Ontario, Canada P7B 5E1

Abstract

This paper suggests a method for comput-
ing term associations based on an adaptive
bilinear retrieval model. Such a model can
be implemented by using a three-layer feed-
forward neural network. Term associations
are modeled by weighted links connecting dif-
ferent neurons, and are derived by the per-
ception learning algorithm without the need
for introducing any ad hoc parameters. The

preliminary results indicate the usefulness of

neural networks in the design of adaptive in-

formation retrieval systems.

1 Introduction

In information retrieval, many methods have been pro-

posed to enhance the performance of a retrieval system.
In particular, the use of semantic relationships (term as-

sociations) between index terms has led to considerable

improvement in retrieval results (Sparck Jones, 1971;

Raghavan & Yu, 1979; Salton, 1980, 1989). A simple

method in this approach is to expand a user query by the

manually constructed term thesaurus or classes. Other

methods focus on the automatic determination of term

relationships, which can be naturally incorporated into

the retrieval process.
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The methods for computing term associations can
be divided into two categories. One can estimate term
relationships directly from the term co-occurrence fre-
quencies. On the other hand, one can infer term as-
sociations from the relevance information through feed-
back. In the first approach, the semantic relationships
are derived from the characteristics of term distribu-
tion in a document collection (Spark Jones, 1971; van
Rijsbergen, 1979; Salton, 1989). These methods are
based on the hypothesis that term co-occurrence statis-
tics provide useful information about the relationships
between terms. That is, if two or more terms co-occur
in many documents, these terms would be more likely
semantically related. For example, in the linear associa-
tive retrieval model (Giuliano & Jones, 1963), the term
co-occurrence information is used to construct a term-
association matrix to be incorporated into a bilinear
retrieval function (Schable, 1989). However, Raghavan
and Wong (1986) pointed out that these methods may
lead to inconsistent usage of the vector space model, al-
though some of these arguments are intuitively appeal-
ing. A plausible solution to this problem was suggested
by Wong et al. (1987) in the generalized vector space
model in which one can compute a term-association ma-
trix from a set of atomic concepts generated from the in-
dex terms. Their work provides a systematic method to
compute term relationships from the term co-occurrence
information.

One main drawback in the methods based on co-
occurrence data is that the important relevance in-
formation is usually not taken into consideration. A
method to alleviate this problem is to use pseudo-

classzfication in which a similarity measure, a set of
queries, and the user’s relevance assessments were used

107

Information Access in Two Steps
document (ad hoc) retrieval

SIGIR 1993!

(and yes, some of these models were neural networks)
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Optimum Polynomial Retrieval Functions 
Based on the Probability Ranking Principle 
NORBERT FUHR 
Technische Hochschule Darmstadt, Darmstadt, West Germany 

We show that any approach to developing optimum retrieval functions is based on two kinds of 
assumptions: first, a certain form of representation for documents and requests, and second, additional 
simplifying assumptions that predefine the type of the retrieval function. Then we describe an 
approach for the development of optimum polynomial retrieval functions: request-document pairs 
(fi, d,) are mapped onto description vectors Z(fr, d,), and a polynomial function e(i) is developed 
such that it yields estimates of the probability of relevance P(R 1 i(fi, d,)) with minimum square 
errors. We give experimental results for the application of this approach to documents with weighted 
indexing as well as to documents with complex representations. In contrast to other probabilistic 
models, our approach yields estimates of the actual probabilities, it can handle very complex 
representations of documents and requests, and it can be easily applied to multivalued relevance 
scales. On the other hand, this approach is not suited to log-linear probabilistic models and it needs 
large samples of relevance feedback data for its application. 

Categories and Subject Descriptors: G.1.2 [Numerical Analysis]: Approximation-Least squares 
approximation; H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing- 
indexing methods; H.3.3 [Information Storage and Retrieval]: Information Search and 
Retrieval-retrieoal models 

General Terms: Experimentation, Theory 

Additional Keywords and Phrases: Complex document representation, linear retrieval functions, 
multivalued relevance scales, probabilistic indexing, probabilistic retrieval, probability ranking 
principle 

1. INTRODUCTION 
A major goal of IR research is the development of effective retrieval methods. 
Any effort in this direction is based (explicitly or implicitly) on a certain concept 
of optimum retrieval. In contrast to perfect retrieval (e.g., retrieve all relevant 
documents ahead of the first nonrelevant one), optimum retrieval is defined with 
respect to certain realistic restrictions concerning the retrieval process. Further- 
more, some evaluation criteria must be given. Then optimum retrieval is the best 
retrieval (in terms of the evaluation criteria) that can be achieved while following 
predefined restrictions. 

Authors’ current address: Technische Hochschule Darmstadt, Fachbereich Informatik, Karolinen- 
platz 5, D-6100 Darmstadt, West Germany. 
Permission to copy without fee all or part of this material is granted provided that the copies are not 
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publication and its date appear, and notice is given that copying is by permission of the Association 
for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific 
permission. 
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ACM Transactions on Information Systems, Vol. 7, No. 3, July 1989, Pages 183-204. 

Information Access in Two Steps
document (ad hoc) retrieval

TOIS 1989!

We would call this pointwise learning to rank today!
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We would call this pointwise learning to rank today!



Learning to Rank

Information Access in Two Steps

Select some 
promising texts

document (ad hoc) retrieval

Understanding, 

Smunderstanding!



Working hypothesis, revised:
solving the information access problem 
requires the synthesis of NLP and IR

For ad hoc retrieval, particularly at scale?
Reject!



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

question answering

(Do we actually need this?)

Need fine-grained analysis – the perfect setup!



Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?

Document
Reader

833,500
Document 
Retriever

Open-domain QA  
SQuAD, TREC, WebQuestions, WikiMovies

Figure 1: An overview of our question answering system DrQA.

information extraction, databases and Wikipedia
in particular. Our comprehension task is made
more challenging by only using a single resource.
Comparing against these methods provides a use-
ful datapoint for an “upper bound” benchmark on
performance.

Multitask learning (Caruana, 1998) and task
transfer have a rich history in machine learning
(e.g., using ImageNet in the computer vision com-
munity (Huh et al., 2016)), as well as in NLP
in particular (Collobert and Weston, 2008). Sev-
eral works have attempted to combine multiple
QA training datasets via multitask learning to (i)
achieve improvement across the datasets via task
transfer; and (ii) provide a single general system
capable of asking different kinds of questions due
to the inevitably different data distributions across
the source datasets. Fader et al. (2014) used We-
bQuestions, TREC and WikiAnswers with four
KBs as knowledge sources and reported improve-
ment on the latter two datasets through multi-
task learning. Bordes et al. (2015) combined We-
bQuestions and SimpleQuestions using distant su-
pervision with Freebase as the KB to give slight
improvements on both datasets, although poor per-
formance was reported when training on only one
dataset and testing on the other, showing that task
transfer is indeed a challenging subject; see also
(Kadlec et al., 2016) for a similar conclusion. Our
work follows similar themes, but in the setting of
having to retrieve and then read text documents,

rather than using a KB, with positive results.

3 Our System: DrQA

In the following we describe our system DrQA for
MRS which consists of two components: (1) the
Document Retriever module for finding relevant
articles and (2) a machine comprehension model,
Document Reader, for extracting answers from a
single document or a small collection of docu-
ments.

3.1 Document Retriever

Following classical QA systems, we use an effi-
cient (non-machine learning) document retrieval
system to first narrow our search space and focus
on reading only articles that are likely to be rel-
evant. A simple inverted index lookup followed
by term vector model scoring performs quite well
on this task for many question types, compared to
the built-in ElasticSearch based Wikipedia Search
API (Gormley and Tong, 2015). Articles and ques-
tions are compared as TF-IDF weighted bag-of-
word vectors. We further improve our system by
taking local word order into account with n-gram
features. Our best performing system uses bigram
counts while preserving speed and memory effi-
ciency by using the hashing of (Weinberger et al.,
2009) to map the bigrams to 224 bins with an un-
signed murmur3 hash.

We use Document Retriever as the first part of
our full model, by setting it to return 5 Wikipedia
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information extraction, databases and Wikipedia
in particular. Our comprehension task is made
more challenging by only using a single resource.
Comparing against these methods provides a use-
ful datapoint for an “upper bound” benchmark on
performance.

Multitask learning (Caruana, 1998) and task
transfer have a rich history in machine learning
(e.g., using ImageNet in the computer vision com-
munity (Huh et al., 2016)), as well as in NLP
in particular (Collobert and Weston, 2008). Sev-
eral works have attempted to combine multiple
QA training datasets via multitask learning to (i)
achieve improvement across the datasets via task
transfer; and (ii) provide a single general system
capable of asking different kinds of questions due
to the inevitably different data distributions across
the source datasets. Fader et al. (2014) used We-
bQuestions, TREC and WikiAnswers with four
KBs as knowledge sources and reported improve-
ment on the latter two datasets through multi-
task learning. Bordes et al. (2015) combined We-
bQuestions and SimpleQuestions using distant su-
pervision with Freebase as the KB to give slight
improvements on both datasets, although poor per-
formance was reported when training on only one
dataset and testing on the other, showing that task
transfer is indeed a challenging subject; see also
(Kadlec et al., 2016) for a similar conclusion. Our
work follows similar themes, but in the setting of
having to retrieve and then read text documents,

rather than using a KB, with positive results.

3 Our System: DrQA

In the following we describe our system DrQA for
MRS which consists of two components: (1) the
Document Retriever module for finding relevant
articles and (2) a machine comprehension model,
Document Reader, for extracting answers from a
single document or a small collection of docu-
ments.

3.1 Document Retriever

Following classical QA systems, we use an effi-
cient (non-machine learning) document retrieval
system to first narrow our search space and focus
on reading only articles that are likely to be rel-
evant. A simple inverted index lookup followed
by term vector model scoring performs quite well
on this task for many question types, compared to
the built-in ElasticSearch based Wikipedia Search
API (Gormley and Tong, 2015). Articles and ques-
tions are compared as TF-IDF weighted bag-of-
word vectors. We further improve our system by
taking local word order into account with n-gram
features. Our best performing system uses bigram
counts while preserving speed and memory effi-
ciency by using the hashing of (Weinberger et al.,
2009) to map the bigrams to 224 bins with an un-
signed murmur3 hash.

We use Document Retriever as the first part of
our full model, by setting it to return 5 Wikipedia
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Abstract

This paper describes recent development in the Webclopedia QA system, focusing on the use of
knowledge resources such as WordNet and a QA typology to improve the basic operations of
candidate answer retrieval, ranking, and answer matching.

1. Introduction
The Webclopedia factoid QA system increasingly makes use of syntactic and semantic (world) knowledge
to improve the accuracy of its results.  Previous TREC QA evaluations made clear the need for using such
external knowledge to improve answers.  For example, for definition-type questions such as

Q: what is bandwidth?

the system uses WordNet to extract words used in the term definitions before searching for definitions in
the answer corpus, and boosts candidate answer scores appropriately.  Such definitional WordNet glosses
have helped definition answers (10% for definition questions, which translates to about 2% overall score in
the TREC-10 QA evaluation, given that as many as a little over 100 out of 500 TREC-10 questions were
definition questions).

This knowledge is of one of two principal types: generic knowledge about language, and knowledge about
the world.  After outlining the general system architecture, this paper describes the use of knowledge to
improve the purity of phase 1 of the process (retrieval, segmenting, and ranking candidate segments), and
to improve the results of phase 2 (parsing, matching, and ranking answers).

Webclopedia adopts the by now more or less standard QA system architecture, namely question analysis,
document / passage retrieval, passage analysis for matching against the question, and ranking of results.  Its
architecture (Figure 1) contains the following modules, which are described in more detail in (Hovy et al.,
2001; Hovy et al., 2000):

•  Question parsing: Using BBN’s IdentiFinder (Bikel et al., 1999), the CONTEX parser produces a
syntactic-semantic analysis of the question and determines the QA type.

•  Query formation: Single- and multi-word units (content words) are extracted from the analysis, and
WordNet synsets are used for query expansion.  A series of Boolean queries is formed.

• IR: The IR engine MG (Witten et al., 1994) returns the top-ranked N documents.

•  Selecting and ranking sentences: For each document, the most promising K<<N sentences are
located and scored using a formula that rewards word and phrase overlap with the question and its
expanded query words.  Results are ranked.

• Parsing segments: CONTEX parses the top-ranked 300 sentences.

• Pinpointing: Each candidate answer sentence parse tree is matched against the parse of the question;
sometimes also the preceding sentence.  As a fallback the window method is used.

• Ranking of answers: The candidate answers’ scores are compared and the winner(s) are output.

TREC 2001
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ABSTRACT
This work presents a general rank-learning framework for
passage ranking within Question Answering (QA) systems
using linguistic and semantic features. The framework en-
ables query-time checking of complex linguistic and seman-
tic constraints over keywords. Constraints are composed of
a mixture of keyword and named entity features, as well as
features derived from semantic role labeling. The framework
supports the checking of constraints of arbitrary length re-
lating any number of keywords. We show that a trained
ranking model using this rich feature set achieves greater
than a 20% improvement in Mean Average Precision over
baseline keyword retrieval models. We also show that con-
straints based on semantic role labeling features are par-
ticularly effective for passage retrieval; when they can be
leveraged, an 40% improvement in MAP over the baseline
can be realized.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Algorithms, Design, Experimentation, Performance

Keywords
Question answering, passage retrieval, learning to rank, an-
notation graphs, text annotations, committee perceptron

1. INTRODUCTION
Question Answering (QA) systems aim to deliver specific

answers to user questions posed in natural human language.
A QA system can be thought of as an embedded passage re-
trieval process bookended by Natural Language Processing
(NLP) components that allow the system, to understand the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
CIKM’10, October 26–30, 2010, Toronto, Ontario, Canada.
Copyright 2010 ACM 978-1-4503-0099-5/10/10 ...$10.00.

question, on the front end, and post-retrieval, to locate an-
swers among the results. If QA systems are ever to become
competitive with the ad hoc keyword search engines that are
ubiquitous in the lives of today’s internet users, both latency
and accuracy must be improved. Both of these goals can be
addressed by improving the quality of the embedded passage
retrieval component.

Poor passage retrieval quality within QA systems stems in
part from a mismatch between what the system wants and
what the embedded retrieval component is able to query.
Internally, QA systems represent their information needs as
sets of linguistic and semantic constraints that a retrieved
passage must satisfy if it answers the question. Many pas-
sage retrieval approaches commonly used in QA systems can
not check these types of constraints at query time. As a
result, QA systems are forced to approximate their informa-
tion needs in terms of classic ad hoc retrieval primitives such
as bag-of-words, proximity and named entity features.

For many questions, the classic feature set poorly approx-
imates the information need, resulting in the retrieval of too
few answer-bearing passages and/or too many false posi-
tives. This degradation in passage retrieval quality overbur-
dens the downstream Answer Generation component, which
must determine whether each retrieved passage is answer-
bearing by comparing it against the linguistic and semantic
constraints specified in the information need. Post-retrieval
constraint-checking involves potentially slow NLP analysis,
which can limit the number of results that can be consid-
ered in the time available. In addition to increasing sys-
tem latency, poor quality retrieval results can also degrade
accuracy when the best answer is ranked so low that the
system does not have a chance to consider it. The focus
of this paper is on improving the quality of results ranked
by a QA system’s embedded passage retrieval component,
thereby providing the best possible foundation for a fast and
accurate end-to-end system.

In this paper, we propose a new approach to passage re-
trieval for QA systems, based on rank-learning techniques,
that integrates linguistic and semantic constraint-checking
into the retrieval process. The approach utilizes a novel
method of decomposing the question representation, viewed
as a graph, into atomic constraints to be matched in can-
didate answer-bearing passages. This decomposition en-
ables partial constraint matching, differential weighting of
constraint types, and graceful back-off to baseline ranking
features such as bag-of-words and named entity matches.
Atomic constraints become features for a trained model able

CIKM 2010
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ABSTRACT

Recently, neural models pretrained on a language modeling task, such as
ELMo (Peters et al., 2017), OpenAI GPT (Radford et al., 2018), and BERT (De-
vlin et al., 2018), have achieved impressive results on various natural language
processing tasks such as question-answering and natural language inference. In
this paper, we describe a simple re-implementation of BERT for query-based pas-
sage re-ranking. Our system is the state of the art on the TREC-CAR dataset and
the top entry in the leaderboard of the MS MARCO passage retrieval task, outper-
forming the previous state of the art by 27% (relative) in MRR@10. The code
to reproduce our results is available at https://github.com/nyu-dl/
dl4marco-bert

1 INTRODUCTION

We have seen rapid progress in machine reading compression in recent years with the introduction
of large-scale datasets, such as SQuAD (Rajpurkar et al., 2016), MS MARCO (Nguyen et al., 2016),
SearchQA (Dunn et al., 2017), TriviaQA (Joshi et al., 2017), and QUASAR-T (Dhingra et al., 2017),
and the broad adoption of neural models, such as BiDAF (Seo et al., 2016), DrQA (Chen et al.,
2017), DocumentQA (Clark & Gardner, 2017), and QAnet (Yu et al., 2018).

The information retrieval (IR) community has also experienced a flourishing development of neural
ranking models, such as DRMM (Guo et al., 2016), KNRM (Xiong et al., 2017), Co-PACRR (Hui
et al., 2018), and DUET (Mitra et al., 2017). However, until recently, there were only a few large
datasets for passage ranking, with the notable exception of the TREC-CAR (Dietz et al., 2017).
This, at least in part, prevented the neural ranking models from being successful when compared to
more classical IR techniques (Lin, 2019).

We argue that the same two ingredients that made possible much progress on the reading compre-
hension task are now available for passage ranking task. Namely, the MS MARCO passage ranking
dataset, which contains one million queries from real users and their respective relevant passages
annotated by humans, and BERT, a powerful general purpose natural language processing model.

In this paper, we describe in detail how we have re-purposed BERT as a passage re-ranker and
achieved state-of-the-art results on the MS MARCO passage re-ranking task.

2 PASSAGE RE-RANKING WITH BERT

Task A simple question-answering pipeline consists of three main stages. First, a large number
(for example, a thousand) of possibly relevant documents to a given question are retrieved from a
corpus by a standard mechanism, such as BM25. In the second stage, passage re-ranking, each
of these documents is scored and re-ranked by a more computationally-intensive method. Finally,
the top ten or fifty of these documents will be the source for the candidate answers by an answer
generation module. In this paper, we describe how we implemented the second stage of this pipeline,
passage re-ranking.

Method The job of the re-ranker is to estimate a score si of how relevant a candidate passage
di is to a query q. We use BERT as our re-ranker. Using the same notation used by Devlin et al.
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[SEP]
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Optimum Polynomial Retrieval Functions 
Based on the Probability Ranking Principle 
NORBERT FUHR 
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We show that any approach to developing optimum retrieval functions is based on two kinds of 
assumptions: first, a certain form of representation for documents and requests, and second, additional 
simplifying assumptions that predefine the type of the retrieval function. Then we describe an 
approach for the development of optimum polynomial retrieval functions: request-document pairs 
(fi, d,) are mapped onto description vectors Z(fr, d,), and a polynomial function e(i) is developed 
such that it yields estimates of the probability of relevance P(R 1 i(fi, d,)) with minimum square 
errors. We give experimental results for the application of this approach to documents with weighted 
indexing as well as to documents with complex representations. In contrast to other probabilistic 
models, our approach yields estimates of the actual probabilities, it can handle very complex 
representations of documents and requests, and it can be easily applied to multivalued relevance 
scales. On the other hand, this approach is not suited to log-linear probabilistic models and it needs 
large samples of relevance feedback data for its application. 

Categories and Subject Descriptors: G.1.2 [Numerical Analysis]: Approximation-Least squares 
approximation; H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing- 
indexing methods; H.3.3 [Information Storage and Retrieval]: Information Search and 
Retrieval-retrieoal models 

General Terms: Experimentation, Theory 

Additional Keywords and Phrases: Complex document representation, linear retrieval functions, 
multivalued relevance scales, probabilistic indexing, probabilistic retrieval, probability ranking 
principle 

1. INTRODUCTION 
A major goal of IR research is the development of effective retrieval methods. 
Any effort in this direction is based (explicitly or implicitly) on a certain concept 
of optimum retrieval. In contrast to perfect retrieval (e.g., retrieve all relevant 
documents ahead of the first nonrelevant one), optimum retrieval is defined with 
respect to certain realistic restrictions concerning the retrieval process. Further- 
more, some evaluation criteria must be given. Then optimum retrieval is the best 
retrieval (in terms of the evaluation criteria) that can be achieved while following 
predefined restrictions. 
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[SEP]
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Q:  How many of Warsaw's inhabitants  
spoke Polish in 1933?
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Figure 1: An overview of our question answering system DrQA.

information extraction, databases and Wikipedia
in particular. Our comprehension task is made
more challenging by only using a single resource.
Comparing against these methods provides a use-
ful datapoint for an “upper bound” benchmark on
performance.

Multitask learning (Caruana, 1998) and task
transfer have a rich history in machine learning
(e.g., using ImageNet in the computer vision com-
munity (Huh et al., 2016)), as well as in NLP
in particular (Collobert and Weston, 2008). Sev-
eral works have attempted to combine multiple
QA training datasets via multitask learning to (i)
achieve improvement across the datasets via task
transfer; and (ii) provide a single general system
capable of asking different kinds of questions due
to the inevitably different data distributions across
the source datasets. Fader et al. (2014) used We-
bQuestions, TREC and WikiAnswers with four
KBs as knowledge sources and reported improve-
ment on the latter two datasets through multi-
task learning. Bordes et al. (2015) combined We-
bQuestions and SimpleQuestions using distant su-
pervision with Freebase as the KB to give slight
improvements on both datasets, although poor per-
formance was reported when training on only one
dataset and testing on the other, showing that task
transfer is indeed a challenging subject; see also
(Kadlec et al., 2016) for a similar conclusion. Our
work follows similar themes, but in the setting of
having to retrieve and then read text documents,

rather than using a KB, with positive results.

3 Our System: DrQA

In the following we describe our system DrQA for
MRS which consists of two components: (1) the
Document Retriever module for finding relevant
articles and (2) a machine comprehension model,
Document Reader, for extracting answers from a
single document or a small collection of docu-
ments.

3.1 Document Retriever

Following classical QA systems, we use an effi-
cient (non-machine learning) document retrieval
system to first narrow our search space and focus
on reading only articles that are likely to be rel-
evant. A simple inverted index lookup followed
by term vector model scoring performs quite well
on this task for many question types, compared to
the built-in ElasticSearch based Wikipedia Search
API (Gormley and Tong, 2015). Articles and ques-
tions are compared as TF-IDF weighted bag-of-
word vectors. We further improve our system by
taking local word order into account with n-gram
features. Our best performing system uses bigram
counts while preserving speed and memory effi-
ciency by using the hashing of (Weinberger et al.,
2009) to map the bigrams to 224 bins with an un-
signed murmur3 hash.

We use Document Retriever as the first part of
our full model, by setting it to return 5 Wikipedia
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Ranking with T5 is even better!
(See recent results from the TREC-COVID challenge)
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Perpetual Motion Machine
Perpetual motion is the motion of bodies that continues forever.  
A perpetual motion machine is a hypothetical machine that can do work 
infinitely without an energy source.  This kind of machine is impossible, 
as it would violate the first or second law of thermodynamics.

Source: Wikipedia



NLP’s Perpetual Motion Machines



Source: Food Network

The secret ingredient?



The secret ingredient?

Transformers w/ MLM was the successful example!

Self supervision!



Where do we go from here? What’s next?
I don’t know… but I find this very exciting!

(Maybe Luke has the answers?)

No doubt, the secret ingredient 
can be applied in other ways!



Loose Ends…

What is it about muppets?

Back to understanding…

Two steps at once?



Information Access in Two Steps

Select some 
promising texts

document (ad hoc) retrieval
question answering

+

Does BERT understand?



NO
(But I don’t think the question is interesting)

Turing, Octopi, Chinese rooms… 



My career-long quest…
Connecting users with relevant information

Understanding is what understanding does!



What does “understanding” mean?

For this talk, I’ll treat it like pornography.

I shall not today attempt further to define the kinds of material 
I understand to be embraced within that shorthand description 
[“hard-core pornography”], and perhaps I could never succeed 

in intelligibly doing so. But I know it when I see it…

counting the frequency of terms
identifying named entities

syntactic parsing
semantic role labeling

U.S. Supreme Court Justice Potter Stewart 
in Jacobellis v. Ohio (1964) 

Increasing “understanding”

Where does
BERT belong?



My Complaint about NLP

Most of NLP is focused on component techniques:
POS tagging, NER, relation extraction, parsing, SRL

paraphrase detection, sentiment analysis, etc.

There aren’t many extrinsic tasks in NLP!
Information access is one of them

(machine translation is the other big one)

The quest for “understanding”?
Understanding for what?

Understanding is what understanding does!
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Abstract

Standard accuracy metrics indicate that
reading comprehension systems are mak-
ing rapid progress, but the extent to which
these systems truly understand language
remains unclear. To reward systems
with real language understanding abili-
ties, we propose an adversarial evalua-
tion scheme for the Stanford Question An-
swering Dataset (SQuAD). Our method
tests whether systems can answer ques-
tions about paragraphs that contain adver-
sarially inserted sentences, which are au-
tomatically generated to distract computer
systems without changing the correct an-
swer or misleading humans. In this ad-
versarial setting, the accuracy of sixteen
published models drops from an average
of 75% F1 score to 36%; when the ad-
versary is allowed to add ungrammatical
sequences of words, average accuracy on
four models decreases further to 7%. We
hope our insights will motivate the de-
velopment of new models that understand
language more precisely.

1 Introduction

Quantifying the extent to which a computer sys-
tem exhibits intelligent behavior is a longstanding
problem in AI (Levesque, 2013). Today, the stan-
dard paradigm is to measure average error across
a held-out test set. However, models can succeed
in this paradigm by recognizing patterns that hap-
pen to be predictive on most of the test examples,
while ignoring deeper, more difficult phenomena
(Rimell et al., 2009; Paperno et al., 2016).

In this work, we propose adversarial evaluation
for NLP, in which systems are instead evaluated
on adversarially-chosen inputs. We focus on the

Article: Super Bowl 50
Paragraph: “Peyton Manning became the first quarter-
back ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play
in a Super Bowl at age 39. The past record was held
by John Elway, who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Execu-
tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.”
Question: “What is the name of the quarterback who
was 38 in Super Bowl XXXIII?”
Original Prediction: John Elway
Prediction under adversary: Jeff Dean

Figure 1: An example from the SQuAD dataset.
The BiDAF Ensemble model originally gets the
answer correct, but is fooled by the addition of an
adversarial distracting sentence (in blue).

SQuAD reading comprehension task (Rajpurkar
et al., 2016), in which systems answer questions
about paragraphs from Wikipedia. Reading com-
prehension is an appealing testbed for adversarial
evaluation, as existing models appear successful
by standard average-case evaluation metrics: the
current state-of-the-art system achieves 84.7% F1
score, while human performance is just 91.2%.1

Nonetheless, it seems unlikely that existing sys-
tems possess true language understanding and rea-
soning capabilities.

Carrying out adversarial evaluation on SQuAD
requires new methods that adversarially alter read-
ing comprehension examples. Prior work in com-
puter vision adds imperceptible adversarial pertur-
bations to input images, relying on the fact that
such small perturbations cannot change an image’s
true label (Szegedy et al., 2014; Goodfellow et al.,
2015). In contrast, changing even one word of a

1
https://rajpurkar.github.io/

SQuAD-explorer/
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Jia and Liang. Adversarial Examples for Evaluating Reading Comprehension Systems. EMNLP 2017.

The model appears to understand the text.
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Clearly, the model is not understanding.

Jia and Liang. Adversarial Examples for Evaluating Reading Comprehension Systems. EMNLP 2017.

See, wasn’t that easy?



NLP

IR

NLP makes IR interesting.

IR makes NLP useful.
(Gives NLP something to do!)

(Moves beyond counting features!)



It works, but why?



It works, but why?

Dai and Callan. Deeper Text Understanding for IR with Contextual Neural Language Modeling. SIGIR 2019.

BERT works better with natural language input.
Removing stopwords decreases effectiveness!

“… certain attention heads correspond well to linguistic 
notions of syntax and coreference…”

Clark et al. What Does BERT Look At? An Analysis of BERT’s Attention. BlackBoxNLP 2019.

“[BERT] … represents the steps of the traditional NLP 
pipeline in an interpretable and localizable way…”

Tenney et al. BERT Rediscovers the Classical NLP Pipeline. ACL 2019.



It works, but why?

Let’s figure it out!

Surely, there is some 
“understanding” going on here?



Information Access

The challenge of scale

The challenge of understanding

The same?

Even if… it’s still interesting!
More data, bigger model!



Language Models are Few-Shot Learners
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Abstract

Recent work has demonstrated substantial gains on many NLP tasks and benchmarks by pre-training
on a large corpus of text followed by fine-tuning on a specific task. While typically task-agnostic
in architecture, this method still requires task-specific fine-tuning datasets of thousands or tens of
thousands of examples. By contrast, humans can generally perform a new language task from only
a few examples or from simple instructions – something which current NLP systems still largely
struggle to do. Here we show that scaling up language models greatly improves task-agnostic,
few-shot performance, sometimes even reaching competitiveness with prior state-of-the-art fine-
tuning approaches. Specifically, we train GPT-3, an autoregressive language model with 175 billion
parameters, 10x more than any previous non-sparse language model, and test its performance in
the few-shot setting. For all tasks, GPT-3 is applied without any gradient updates or fine-tuning,
with tasks and few-shot demonstrations specified purely via text interaction with the model. GPT-3
achieves strong performance on many NLP datasets, including translation, question-answering, and
cloze tasks, as well as several tasks that require on-the-fly reasoning or domain adaptation, such as
unscrambling words, using a novel word in a sentence, or performing 3-digit arithmetic. At the same
time, we also identify some datasets where GPT-3’s few-shot learning still struggles, as well as some
datasets where GPT-3 faces methodological issues related to training on large web corpora. Finally,
we find that GPT-3 can generate samples of news articles which human evaluators have difficulty
distinguishing from articles written by humans. We discuss broader societal impacts of this finding
and of GPT-3 in general.

⇤Equal contribution
†Johns Hopkins University, OpenAI

Author contributions listed at end of paper.
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175 BILLION parameters!

Source: Dr. Evil (New Line Cinema)
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I look at GPT-3 and I’m not depressed.

How can we be smarter?

We know brute force works!

I don’t know, but the answer will be very exciting!

175 BILLION parameters!



Loose Ends…

What is it about muppets?

Back to understanding…

Two steps at once?



Information Access in Two Steps

Select some 
promising texts

Understand 
selected texts

document (ad hoc) retrieval
question answering



Information Access in a One Step?
document (ad hoc) retrieval

question answering

(dense vector retrieval stuff…)

Lee et al. Latent Retrieval for Weakly Supervised Open Domain QA. ACL 2019.
Reimers and Gurevych. Sentence-BERT. EMNLP 2019.

Humeau et al. Poly-encoders. ICLR 2020.



Loose Ends…

What is it about muppets?

Back to understanding…

Two steps at once?



It’s an exciting time to do research!

Questions?


