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ABSTRACT

The remarkable success of large language models (LLMs) has drawn
people’s great interest in their deployment in specific domains and
downstream applications. In this paper, we present the first system-
atic study of applying large language models (in our case, GPT-3.5
and GPT-4) for the automatic coding (multi-class classification)
problem in market research. Our experimental results show that
large language models could achieve a macro F1 score of over 0.5 for
all our collected real-world market research datasets in a zero-shot
setting. We also provide in-depth analyses of the errors made by
the large language models. We hope this study sheds light on the
lessons we learn and the open challenges large language models
have when adapting to a specific market research domain.
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1 INTRODUCTION

Large language models have achieved great success in recent years.
With their great capability of analyzing a large amount data with
few and even no annotated data provided (few-shot and zero-shot
setting; [2]), and their generalization ability to different domains,
large language models are becoming increasingly popular in many
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domains including finance [9], medical and healthcare [3], social
sciences and psychology [4], and marketing research [1].

In this paper, we conduct the first systematic study that utilizes
GPTs for the coding problem in market research. In market research,
a coding task is to group the various responses collected from cus-
tomers (also called verbatims) during the fieldwork process into a
set of several key themes (or issues) — each issue then becomes a
code. Coding is most often performed on open-ended questions to
provide quantitative insights on users’ feedback. A typical coding
workflow involves the following steps: (1) based on the collected
responses and defined research objectives, market researchers de-
sign a codeframe (also known as a codebook), and (2) then assign
one or multiple codes to each response.

We note there have been some prior studies that try to apply large
language models for a coding task [7, 10, 11]. For example, Xiao
et al. [10] explore combining expert-drafted codebooks with GPT-3
for deductive coding. To the best of our knowledge, few studies
have been done in a market research domain. Furthermore, our
study is unique, as all the experiments are conducted on real-world
private datasets from clients that we believe are not used in the
training corpus of GPTs. As there is a debate on whether language
models just memorize the training data, instead of making real
inferences [5], our study could provide to some extent an objective
evaluation to better understand the GPTs’ effectiveness.

In this work, we also provide an in-depth analysis of the error
cases that models make and discuss some open challenges. We
hope our study will be a useful read for industry practitioners when
applying large language models to their own domains.

2 CODING TASK IN MARKET RESEARCH
2.1 Problem Formulation

We have briefly introduced the coding task in Section 1: given a set
of verbatims and an associated codeframe, our coding problem is to
assign one or multiple codes from the codeframe to each verbatim.
From this perspective, the coding problem can be treated as a multi-
class classification task.

We now highlight the following two differences between our
coding problem and the classic multi-class classification problem.

The codeframe is not unique. For the same set of users’ responses
and research goals, market researchers might develop different
codeframes that are equally good, and it is thus hard to choose
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Dataset Name  # Codes # Inputs Avg.Len Area Anno. Method  Difficulty Survey Question

Video Ad. 10 398 12.84 Ad. Test Human Normal Can you explain why this ad speaks to you more?

Message Ad. 41 1200 11.41 Ad. Test Human Difficult [An ad. has been shown] Thinking about what you just saw, what main idea do you

think the concept was trying to express, convey or get across to you?

Video Service 25 403 18.68 Brand Study Al w/ human Normal Now, tell me anything that comes to your mind when you think of [Brand Name] Video
review Service! Please give us your honest opinions.

Sports Bet 32 441 12.74  Customer Exp. Human Normal Why did you rate [Sports Bet Name]? What made you feel this way?

Chat Bot 13 953 9.45 User Experience  Human Easy Could you tell me why you felt that way when interacting with [Chat Bot Name]?

Water Filtration 21 342 14.73 Usage & Attitude AI w/ human Difficult [images of water filtration pitcher have been shown] What makes you think that this

Feeling review image best represents your ideal Water Filtration Pitcher & Filter System? Why?

Hair Care 7 173 15.14 Usage & Attitude Human Easy Can you tell me what has changed regarding [Hair Care] products before and after

COVID-19? That could include how/where/what/when/how often you buy, etc.

Table 1: An overview of our collected market research survey datasets.

which one is better. Inevitably, the selection of a codeframe would
affect the accuracy of the downstream coding task. Specific to this
study, we will skip discussions of the development of codeframes
and only consider the situation where the model is given a reliable
codeframe that has been reviewed by market researchers.

Allowance of flexibility (or variance) for the assigned codes to
each verbatim. Even with a fixed codeframe, based on the market
researchers’ own interpretations and personal preferences, there
might be different versions of the assigned codes that could all be
treated as the ground truth. In other words, the assigned codes are
arguable and inter-annotator agreement between different market
researchers is not necessary or even desirable. We will look further
into how this factor would affect the performance evaluation by
using more fine-grained annotations in Section 3.3.

2.2 Datasets

In this work, we develop our own benchmark for evaluating the
model coding quality. The benchmark consists of 7 datasets, col-
lected from real survey questions conducted by the clients. These
datasets are carefully chosen to make sure they cover a variety of
fields, with verbatims of various lengths, and difficulties for coding.

Table 1 presents a summary of these datasets. In total, we col-
lect 3,910 real-world users’ responses, covering a variety of areas
in market research, including advertisement testing, brand study,
customer experience, user experience, and usage and attitude. Each
dataset consists of a codeframe along with annotated codes, and
the survey questions used for dataset collection.! We also ask the
market researchers to rate the difficulty level to code the dataset
as easy, normal, and difficult. Some samples from Chat Bot dataset
are provided in Appendix A.1.

2.3 Experimental Settings

We experiment with GPT-3.5 and GPT-4 models.? OpenAI's GPT
models are chosen as these are commonly used large language
models with reasonable performance on a variety of tasks. As we
only have a limited number of annotated verbatims for each code,
and we reserve them all for evaluation, we do not fine-tune a large
language model, nor perform any in-context learning (although it
is an open challenge discussed in Section 4). Our experiments are

!Due to privacy issues, the actual client names in the datasets are marked. A verbatim
belongs to the Uncategorized category if there are no appropriate codes.
20ur experiments are done with gpt-3.5-turbo-0125 and gpt-4.

conducted under a zero-shot learning setting. The temperature is
set to 0.5 and the used prompt is in Appendix A.2.

As discussed in Section 2.1, although the assigned codes from the
market researchers might not necessarily be the golden answers, we
will still use them as ground truth labels for performance evaluation
purposes. All the assigned codes in our benchmark datasets are ei-
ther (1) directly provided by our clients or market researchers, or (2)
first generated by using computational models and then reviewed
by human. The methods for getting these codes are provided in
Table 1. In Section 3.3, we further ask two of our market researchers
to perform another round of annotations to explicitly distinguish
between codes that must be and could be predicted by the model.

2.4 Experimental Results

2.4.1 Main Results. We calculate the macro F1 and micro F1 scores
for all our datasets and report our main results in Table 2. All
the generated labels are treated as predictions, regardless of their
associated probabilities. We draw the following observations.

Perhaps unsurprisingly, both GPT-3.5 and GPT-4 do a decent
job of classifying the input verbatims, even with no annotated data
provided in the prompt. We observe a majority of datasets have
a macro F1 ranging from 0.4 to 0.6 for GPT-3.5, and over 0.5 for
GPT-4. We also observe for most of the datasets (except for Hair
Care dataset), there is not a huge gap between macro F1 and micro
F1 scores. It indicates that both GPT-3.5 and GPT-4 in general have
rather balanced performance over most codes (in Table 3 we provide
a breakdown of F1 scores for all the codes in Chat Bot dataset).

2.4.2  Results When Applying Thresholds on Confidence Scores. We
also evaluate the models’ F1 scores when varying the thresholds of
the corresponding confidence scores generated for each label. For
the generated tokens, we compute the joint probability as the sum
of the log probabilities assigned to the gold answer(s). Specifically,
if a predicted code c is composed of a sequence of tokens t1, ..., t,
with the corresponding probabilities p1, ..., pn, then the confidence
score for this code ¢ is P(c) = [}, pi.

We set the following thresholds [0.1, 0.3, 0.5, 0.7, 0.9] and then
calculate the macro F1 scores. Our experimental results are shown in
Figure 1. We observe that setting a higher cutoff for the confidence
scores does not always lead to an improvement in the macro F1
scores for classification. It seems to suggest that applying cutoffs on
the confidence scores from GPTs might not be necessarily beneficial
(see reported macro F1 scores with a threshold of 0.1).
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Dataset Name GPT-3.5 GPT-4 GPT-4 Re-Anno

MaF1 MiF1 Corr Miss More Mix Wrong | MaF1 MiF1 Corr Miss More Mix Wrong | MaF1 MiF1 Corr Wrong #Re-A
Video Ad. 0.57 0.66 046  0.02 0.22 0.03 0.27 0.60 0.67 048 0.02 0.29 0.01 0.21 0.69 0.73 057 0.14 167
Message Ad. 0.40 0.44 017  0.03 0.15 0.16 0.49 0.58 056 025 0.02 039 0.12 0.22 0.58 0.56  0.26 0.22 10
Video Service 0.48 054 013 013 015 0.21 0.37 0.61 0.62 015 0.06 043 0.23 0.13 0.61 0.60  0.15 0.16 290
Sports Bet 0.60 0.66 032 0.22 0.06 0.14 0.26 0.73 0.77 045 0.14 0.18 0.13 0.10 0.74 0.80 0.53 0.07 174
Chat Bot 0.31 032 020 0.03 0.03 0.02 0.72 0.57 058 035 0.04 0.28 0.05 0.27 - - - - -
Water Filt Feel 0.61 0.64 023 031 0.07 0.22 0.17 0.68 073 028 0.11 031 0.22 0.07 0.69 072  0.37 0.05 207
Hair Care 0.43 0.60 032 0.07 0.16 0.02 0.42 0.55 0.73 050 0.10 0.14 0.02 0.23 - - - - -

Table 2: Model performance in our benchmark. We report macro F1, micro F1 scores, and breakdown percentages (%) of the
error types (details in Section 3.1.1). GPT-4 Re-Anno column reports results in Section 3.3, where the original golden codes are
updated with essential codes defined in Section 3.3. # Re-A column refers to the number of verbatims re-annotated.
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Figure 1: Macro F1 scores when varying the threshold for the
confidence scores of predictions.

3 ANALYSIS

3.1 Types of Verbatims GPTs Fail to Classify

3.1.1 Methods. We conduct an error analysis by classifying the
predictions of each verbatim into the following categories, based on
the comparisons between the golden set and the prediction set: (1)
The predictions match the ground truth exactly (Correct); (2) The
predictions are correct but are missing some codes that are in the
ground truth (Miss); (3) The predictions cover all the ground truth
but have some incorrect predictions (More); (4) The predictions are
a mixture of correct and incorrect codes (Mixture); and (5) The
predictions are totally incorrect (Wrong).

3.1.2  Observations. We observe the following common issues where
both GPT-3.5 and GPT-4 have difficulty across all datasets.

Short Responses. We observe that GPT models do not perform
well on very short verbatims, including words with a clear meaning
(short responses could also lead to the problem of lacking context,
which we will discuss next). For example, some positive words such
as “good”, “is the best”, and “great” are mapped to Uncategorized
category. Among 760 verbatims that are in Wrong category, 58.9%
of them have a length of less than or equal to 5 tokens.

Lack of Context. Another category that GPTs fail to make correct
predictions is due to the lack of context. Specifically, we observe
two situations: (1) the verbatim itself is not sufficient to make pre-
dictions, and (2) the same verbatim can be interpreted with different
meanings under different contexts.

For (1), we notice that for some verbatims, especially with lim-
ited length, the models could not make valid inferences but rely on
direct string matching. For example, for “straightforward”, the pre-
diction is Simple/Straightforward Questions, while the true
label is Simple/Easy Experience. As another example, we have
“Everything is about Canada and interconnectedness”, the prediction
is Canada/Canadian, while the ground truth is Other.

For (2), the same input may have specific meanings under a
specific context and models could not distinguish them. For example,
“no”, “na”, “no reason” and “Don’t know never used it” could be coded
as Don’t Know, Nothing, No Change or I Don’t Use/Need It,
depending on the survey questions asked. Other examples include
“It was fine”, “It is OK”, and “Offer more booster”.

Readers might wonder whether such a problem could be solved
by just incorporating corresponding survey question wording into
the prompt, so as to provide context for GPTs to make predictions.
In our experiments, we do not observe a significant gain from do-
ing this. It might suggest that a more systematic way of helping
GPT-based models perform inference under certain domains would
be needed, such as introducing domain-specific tuning or incorpo-
rating a domain knowledge base.

Other Issues. In some datasets, we use SmartProbe [8] to ask a
follow-up question to get further information about the original
survey question from users. In practice, we notice that directly
feeding all above as a whole confuses GPTs. We experiment with
the method of first chunking the original sentences into several
pieces, and this method only works for a portion of the verbatims.

We also observe that GPTs fail to distinguish between similar
codes that have subtle differences. For example, the model codes
“It is a fun site” as Fun, while the true code is Generic Positive.

3.2 Codes that GPTs are Bad at Predicting

To compare GPT-4’s performance across different codes, we cal-
culate Precision, Recall, and F1 scores for each code. Results are
presented in Table 3. We observe that GPTs are not good at identi-
fying generic themes (generic positive has the lowest Precision
of 0.21 and lowest F1 score of 0.32). Other datasets also exhibit the
same behavior (such as generic negative and nothing). We do
not observe a clear pattern across datasets for the codes with high
F1 scores for coding.

Although it is outside the scope of this paper, our finding that
models fail to assign generic codes shall not be mixed with the issue
that models also fail to generate specific codes. In pilot studies, we
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No. Code P R F1 #Supp
0  simple/easy experience 0.58 0.73 0.65 190
1 like the format/chat/style 0.73 0.84 0.78 151
2 simple/straightforward questions 0.59 0.65 0.62 133
3 fast/short survey 0.47 0.62 0.54 124
4  fun/engaging/interesting 045 0.64 0.53 106
5  standard/same survey 0.50 0.61 0.55 106
6  good questions/express my feelings | 0.39 0.62 0.48 95
7 difficult question/too many OEs 0.37 053 0.43 40
8  slow/long survey 0.65 0.72 0.68 36
9  generic positive 0.21 071 0.32 38
10 nothing 032 038 0.35 26
11 don’t know 0.58 0.82 0.68 17
12 boring/not exciting 0.60 1.00 0.75 6

Table 3: Precision (P), Recall (R) and F1 scores (F1) for all
the codes in Chat Bot dataset (using GPT-4). # Supp denotes
the number of true samples for each class. Note that one
verbatim can be mapped to more than one code.

Category ‘ #Re-Anno Relax Corr # Codes Pr Essent Extra Wrong

Miss 89 0.53 204 0.82 0.05 0.13
More 361 0.19 1116 0.45 0.13 0.41
Mixture 222 0.15 780 0.50 0.11 0.38
Wrong 176 0.39 248 0.19 0.20 0.61

Table 4: Breakdown counts of re-annotated verbatims for
different error types (from GPT-4), with the percentage (%)
among these verbatims that meet the relaxed correct require-
ment (Relax Corr). We also report the percentage (%) for the
types of codes over the total predicted codes (# Codes Pr).

observe GPTs tend to use broad terms when asked to generate
codeframes based on the given verbatims, which lack specificity.

3.3 Data Re-Annotation and Evaluation

3.3.1 Methods. We discussed in Section 2.1 that the assigned codes
from market researchers should be treated as references rather than
golden labels that cannot be revised. We now further examine the
effect of this issue.

To do this, we ask two in-house market researchers to provide
more fine-grained annotations for each input verbatim.3 We divide
the codes into two categories: (1) We say a code is essential if this
code has to be predicted by a model. If the code is not picked up
by the model, then a penalty should be applied. (2) Extra codes
are any codes that would be nice to be coded but not a necessity,
for example, codes that might be difficult for the model to pick up
without the contextual information that a researcher would have.

As the re-annotation requires huge human effort, in collaboration
with market researchers, we identify 848 verbatims that GPT-4 fails
to predict exactly correct from the datasets with difficulty level
normal or difficult (in Table 1) for re-annotation. Table 4 provides
a breakdown of the number of verbatims that we re-annotate for
different error types. Market researchers also suggest the following
when merging two annotations: essential codes are those that at
least one researcher marks as essential. The same applies to extra
codes (excluding those that meet the essential codes criterion).

3We acknowledge the efforts from Jiahua Pan and Danica Deyto from the market
research team of Nexxt Intelligence for this data re-annotation.
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3.3.2  Results. We observe that two market researchers provide the
same essential codes for 62.2% of the re-annotated data, while there
are more divergences for the extra codes, mainly because of the
varying degrees of additional interpretations researchers make. We
then use essential codes as the new golden labels (verbatims that
are not re-annotated remain unchanged) and recalculate GPT-4’s
classification performance in Table 1. Results show that in most
cases macro F1 and micro F1 scores improve. Further analysis in
Table 4 confirms that our prior evaluations in Section 2.4.1 are
actually stricter. We note 33.1% of verbatims can meet the relaxed
correct criterion: the models make no wrong predictions and no
essential codes missing (thus can be treated as correct). We also
report the distribution for the types of predicted codes in Table 4.

4 DISCUSSIONS AND OPEN QUESTIONS

In this work, we provide the first comprehensive study of GPTs for
the zero-shot coding task in real market research survey data. We
now discuss some open questions for future research.

(1) Combination of different trials. In real practice, we normally
need to merge the results from different random trials to get more
stable outputs, for example, only use the common assigned codes
across runs. This method could effectively reduce the overcoding
issue, while at the same time increasing the cases for the missing
codes. A probabilistic or confidence-score based method is thus a
promising direction to improve the final coding accuracy.

(2) In-context learning. As codeframes are different between
datasets and we only have a very limited number of annotated
verbatims for each code from the benchmark, we do not include
any annotated samples in the prompt. In pilot studies, we tried to
generate more examples for each code using GPTs and then include
them in the prompt. However, we did not get promising results. As
prior studies (for example, [6]) have shown that in-context learning
would improve classification accuracy, it is worth exploring this
direction under an annotation-lacking scenario.

A APPENDIX
A.1 Sample Verbatims from Chat Bot Dataset

1. “A lot of surveys are repetative with the questions. I understand
they have to make sure that the person is answering consistantly the
same but it starts to frustrate me. Also they want your opinion on
something that you say you know nothing about. I don’t feel that I
am giving honest opinions really.”

2. “Too many open ended questions, rather be able to tick boxes.”

3. “It took me a few moments to get the feel of scrolling. It also made
me want to ask if you’re Al is turned beyond the questions.”

4. “I don’t like this kind of format. I have to wait longer for the next
question to show up. Some pictures/photos were not able to show on
the same page, so I had to scroll up and down to see it.”

A.2 Used Prompt for Generating Coding Results

“You are a professional market researcher who studies consumer and
social trends. You classify survey responses into topics. Suppose you
are given a list of topics with the sentiment associated with those
topics. Classify the given survey response into one or multiple topics
by listing out the topic names without the sentiment. If the response
cannot be classified, return OUTLIER.”
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