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Abstract. Have you tried the new Bing Search? Or maybe you fid-
dled around with Google AI Overviews? These might sound familiar
because the modern-day search stack has evolved to include retrieval-
augmented generation (RAG) systems. They allow searching and incor-
porating real-time data into large language models (LLMs) to provide
a well-informed, attributed, concise summary, in contrast to the tradi-
tional search paradigm that relies on displaying a ranked list of docu-
ments. Therefore, given these recent advancements, it is crucial to have
an arena to build, test, visualize, and systematically evaluate RAG-based
search systems. With this in mind, we propose TREC RAG to foster in-
novation in evaluating RAG systems. In our work, we lay out the steps
we have made towards making this track a reality — we describe the
details of our reusable framework, Ragnarök, explain the curation of the
new MS MARCO V2.1 collection, release the development topics, some
relevance judgments and baselines for the track and standardize the I/O
definitions which assist the end user. Next, using Ragnarök, we identify
and provide key proprietary and open-source baselines such as OpenAI’s
GPT-4o, Cohere’s Command R+, and Meta’s LLaMA3.1-70B. Further,
we introduce a web-based user interface for an interactive arena allowing
benchmarking pairwise RAG systems by crowdsourcing. We open-source
Ragnarök and baselines to achieve a unified standard for future RAG
systems.

Keywords: Retrieval-Augmented Generation · Large Language Models
· Ad Hoc Retrieval.

1 Introduction

Retrieval-Augmented Generation (RAG) [21,33,23,9] has emerged as a popular
technique to augment large language model (LLM) generation for knowledge-
intensive tasks such as open-domain question answering or fact verification [51].

⋆ Both authors contributed equally to this research.
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Fig. 1. Schematic diagram of the Ragnarök. Given a user topic (left), the process
consists of two steps: (1) (R) retrieval (+ rerank), where the topic yields the top-
k relevant segments from our document collection (e.g., potty training articles); and
(2) (AG) augmented-generation, where the retrieved segments with a suitable prompt
template are fed to the large language model (LLM) to generate the post-processed
answer response (JSON) containing individual sentence-level citations.

Using the top-k retrieved segments from a suitable retrieval system, RAG sys-
tems output an answer summary grounded on the relevant context. RAG systems
mitigate factual inconsistencies in LLM outputs [27,33,19,39], and enhance inter-
pretability [21] and generalization [20], thus facilitating a wider LLM adoption
across several domains like Medicine [63] and Finance [24].

Several companies provide end-to-end RAG systems such as Bing Search [45],
or Google AI Overviews. Most of these systems are either proprietary or offer
limited user customization. Likewise, the absence of a standardized framework
makes implementing RAG at a large scale challenging. Implementing atop ex-
isting frameworks requires custom code for multiple steps including retrieval,
reranking, and generation. To promote wider adoption of RAG in academia, we
develop Ragnarök, a user-friendly, reusable, end-to-end RAG framework offering
code to customize retrievers, rerankers, and generation models.

Ragnarök comprises two key modules: (R) Retrieval and (AG) Augmented
Generation. The retrieval module incorporates both the retrieval and reranking
stages to yield the top-k segments for a given user topic. Next, the augmented
generation module uses both the user topic and retrieved segments as input
to produce a RAG answer, formatted into individual sentences, citing the rel-
evant information from the top-k retrieved and reranked segments. Ragnarök
is deeply integrated with existing Python frameworks, such as Pyserini [36]
and rank_llm [53,54] and can be easily installed via PyPI using “pip install
pyragnarok”. This framework offers REST APIs and an integrated WebUI to
enhance user-friendliness and improve the human evaluation experience.

Ragnarök is used to provide baselines in the TREC 2024 Retrieval-Augmented
Generation Track. An ideal framework should contain a sufficiently large doc-
ument collection covering diverse information and non-factoid, decompositional
topics requiring long-form answers. In our work, we deduplicate the existing
MS MARCO V2 document collection. In addition, we provide a “segment” col-
lection using a sliding-window chunking technique (discussed more in Section
4). Further, we release two sets of development topics: (i) TREC-RAGgy 2024:
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a filtered subset of topics with long-form answers from TREC Deep Learning
2021-23 [14,15,16]; and (ii) TREC-Researchy 2024: a subset of the Researchy
Questions introduced in Rosset et al. [57].

Ragnarök supports a head-to-head RAG battle arena for answer evaluation,
heavily inspired by recent work such as the Chatbot Arena [12,66]. We include
key proprietary and open-source baselines such as OpenAI GPT-4o [48], Cohere
Command R+ [13], and Meta LLaMA3.1-70B [17] and evaluate some of the
baselines using the retrieval setup involving BM25 [55] and RankZephyr [54]
with human preferences. Overall, we observe GPT-4o to provide more detailed
answers over Command R+ on the development set of topics (discussed more in
Section 6).

Ragnarök already supports the TREC 2024 Biomedical Generative Retrieval
(BioGen) Track, as well as report generation for the TREC 2024 Neural Cross-
Language Information Retrieval (NeuCLIR) Track. This demonstrates the frame-
work’s adaptability across diverse domains, each characterized by distinct infor-
mation needs. The flexibility and domain-general capabilities highlight Ragnarök
and its potential to serve as a versatile tool in specialized RAG applications.

Finally, with the growing need for standardized RAG frameworks, we have
made Ragnarök publicly available.4 Moving forward, we plan to expand our
retrieval corpora, incorporate additional baseline systems, and continuously en-
hance our framework to meet our new goals.

2 Related Work

RAG Frameworks. Existing RAG systems are primarily proprietary and difficult
to reproduce. Open-source frameworks such as LangChain [11] and LlamaIn-
dex [38], while available, are not research-friendly and lack proper evaluation
and benchmarking. FlashRAG [25], a concurrent work, is a similarly motivated
toolkit to improve the RAG experience for researchers. While the framework is
extensive and designed for pipeline flexibility, Ragnarök offers a few additional
capabilities — a WebUI serving a RAG battle arena, REST APIs, a standardized
I/O definition working with sentence-level citations, and a tight integration with
popular retrieval and reranking frameworks like Pyserini [36] and RankLLM.

Collection selection. Current RAG datasets are constructed using the English
Wikipedia as the document collection, However, their scale is limited to pro-
vide rich and comprehensive information to support RAG systems. A prominent
option, ClueWeb22 [49] offers an extensive collection of 22 billion curated web
pages, previously utilized in parts by TREC tracks such as the TREC Conver-
sational Assistance Track (CAsT) [50] and the TREC Interactive Knowledge
Assistance Track (iKAT) [3]. However, ClueWeb22 remains gated and serves as
a significant hurdle for researchers with limited computational resources or those
unable to obtain access credentials. Another alternative is the MS MARCO V2
4 Ragnarök code repository: https://github.com/castorini/ragnarok

https://github.com/castorini/ragnarok
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document collection, which was used primarily in the TREC Deep Learning (DL)
track. The open availability of MS MARCO makes it an attractive option for
researchers seeking to develop and evaluate RAG systems at scale.

Topic selection. Recently, there has been a surge in datasets providing topics
with long-form answers for evaluating RAG systems. ASQA [58], ELI5 [18], and
QAMPARI [4] were utilized for evaluation in the Automatic LLMs’ Citation
Evaluation (ALCE) framework [19]. Similarly, related long-form QA datasets
include AquaMuse [28], ExpertQA [42], and TruthfulQA [37]. Another recently
introduced dataset is ClapNQ [56], created from the subset of Natural Questions
(NQ) [29] and HAGRID [26] built on a subset of MS MARCO Dev [7]. Almost
all previous datasets are built on English Wikipedia. In contrast, our work de-
liberately avoids English Wikipedia to prevent the overfitting seen in existing
retrieval benchmarks [61,46]. In our work, we re-utilize topics from previous
TREC tracks such as the Deep Learning (DL) track, because human judgments
are available on the MS MARCO V2 corpora and Researchy Questions [57] as
it covers a wide range of topics with multi-faceted information needs.

3 Our Framework

Ragnarök is an open-source, reproducible, and reusable framework implement-
ing an end-to-end retrieval-augmented generation (RAG) pipeline, comprising
two modules applied sequentially: (1) (R) retrieval and (2) (AG) augmented
generation. Through Ragnarök, we provide several baselines to all participants
in TREC RAG. An overview of the framework is provided in Figure 1. We first
describe both modules and expand on the I/O specifications in our framework.

Retrieval Module. This module retrieves the relevant segments for a user topic
as the input. It supports (i) first-stage lexical retrieval models such as BM25
[55] and (ii) reranking models such as RankZephyr [54]. The retrieval system
searches for relevant segments in the document collection and retrieves the top-
100 segments further reranked by the reranker model to filter out the top-20
relevant segments for the next stage.

Augmented Generation Module. This module takes in the user topic and the top-
20 retrieved segments (from the retrieval module) as the input and a prompting
strategy to the LLM to generate the answer response with in-context citations for
the topic. The answer response is divided into individual sentences, each sentence
within the answer contains text and is grounded on retrieved documents provided
as references to the LLM (if possible).

3.1 RAG Input/Output Definitions

RAG Input. The input specifications are straightforward as the user can for-
mulate any question they wish to ask, provide the user topic as input, and call
Ragnarök.
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Collection Version V2 Version V2.1 (Ours)

MS MARCO Document 11,959,635 10,960,555
MS MARCO Segment 124,131,414 113,520,750

Table 1. Comparison of document and segment counts between versions V2 and V2.1
(our version after removing near-duplicates) of the MS MARCO collection.

RAG Output. The user receives a JSON output in response to their topic from
Ragnarök. The first key in the output JSON schema, references, provides a list
of segment IDs that are referenced in the answer. These segments are selected
from among the top-20 results returned by the retrieval module. Next, answer,
provides the LLM-generated RAG answer to the user topic, presented as a top-
to-bottom list of sentence-level texts with corresponding segment citations. All
citations are zero-based indexed, indicating the exact position of the segment ID
from the references list. Finally, response_length, provides the total count
of the whitespace-separated words present in the output RAG answer.

4 Document Collection

The MS MARCO V2 document collection, previously used in the TREC-DL
tracks, contains a substantial overlap of near-duplicates (documents with suffi-
ciently similar text information) [15,16]. When left intact, these near-duplicates
degrade the downstream retrieval accuracy and reduce the diversity of the col-
lected documents, potentially impacting the effectiveness of RAG systems.

Documents in the existing collection tend to be verbose, containing extensive
information about individual topics. Chunking, which breaks down a long ver-
bose document into smaller compact representations is a key challenge, as the
retrieved chunk representations correlate with the RAG answer quality [39].

MS MARCO V2.1 Document Collection. We conduct a deduplication strategy
in the MS MARCO V2 document collection to avoid near-duplicates in two
stages. In the first stage, we establish an equivalence class of the documents
using Locality Sensitive Hashing (LSH) with MinHash [10] and 9-gram shingles.
Next, we select a representative document for each equivalence class for our
refined MS MARCO V2.1 document collection, reducing the duplicates in the
original MS MARCO V2 document collection by 8.35% as shown in Table 1.

MS MARCO V2.1 Segment Collection. We segment the MS MARCO V2.1 doc-
ument collection into overlapping segments (or chunks) and develop the MS
MARCO V2.1 segment collection, with more than 113 million text segments
(Table 1). We utilize a sliding window technique to generate the segments, by
fixing the sliding window size of 10 sentences and a stride of 5 sentences to create
each segment, roughly on average, between 500–1000 characters long. To easily
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TREC-RAGgy 2024 TREC-Researchy 2024

Topic Category % First Word % Intrinsic Attributes % First Word %

Aggregation 24.2 What 37.5 Knowledge-Intensive 79.8 How 41.0
Simple w/ cond. 23.3 How 27.5 Multi-Faceted 75.7 Why 25.5
Set 20.8 Why 3.3 Reasoning-Intensive 75.5 What 15.0
Simple 10.0 Is 2.5 Subjective 48.5 Is 5.2
Comparison 6.7 When 1.7 Assumptive 25.7 Should 2.2

Table 2. TREC-RAGgy 2024 and TREC-Researchy 2024 topic distribution. The table
shows the top-5 categories in topic classification for TREC-RAGgy 2024 (each topic
classified into a single category), intrinsic attributes for TREC-Researchy 2024, and
the first word in all topics.

map each segment back to the document, every segment contains the document
ID within the segment ID. Further, two new fields: start_char and end_char,
which indicate the start (inclusive) and the end position character (exclusive) of
where the segment begins and ends in the mapped MS MARCO V2.1 document
collection, respectively.

5 Topic Collection

Topics, i.e., user queries, are crucial for robust evaluation of RAG systems. Tra-
ditionally, popular retrieval and traditional QA benchmarks primarily consist of
factoid queries, where answers are typically found within a single sentence or
paragraph. However, these topics lack complexity, leading to short answers that
can be easily memorized by LLMs. For instance, MS MARCO [7] surprisingly
contains up to 55% factoid queries [8,57]. To avoid short-form answers in RAG,
we utilize two collections containing non-factoid topics covering diverse informa-
tion and requiring long-form answers. We describe these collections below:

TREC-RAGgy 2024. We develop TREC-RAGgy 2024, a collection with top-
ics filtered from TREC Deep Learning 2021-2023 tracks [14,15,16], based on
topic category and generated-answer classification. We classify each available
topic into seven categories and filter out a subset of topics that either have a
long-form answer or require information aggregation across multiple sources of
information. Out of the 210 original topics available, we filter and include 120
topics (57.1%) in the TREC-RAGgy 2024 collection. From Table 2, we observe
24.2% of the topics included are “aggregation”, indicating RAG systems should
aggregate information from multiple segments to generate an accurate long-form
answer. Similarly, 65% of the topics start with “what” or “how” questions.

The TREC-RAGgy 2024 collection includes mapped document-level rele-
vance judgments from previous TREC Deep Learning tracks. These relevance
judgments, originally associated with the full documents, have been mapped to
the new deduplicated corpus, enabling effective evaluation of the retrieval sys-
tems. However, since most of our work operates at the segment level, prior to the



Ragnarök: A Reusable RAG Framework 7

evaluation, we perform a MaxP step — leveraging the score of the most relevant
segment as the representative score of the document.

TREC-Researchy 2024. Researchy Questions, introduced in Rosset et al. [57],
contains 102K non-factoid topics with long-form answers. These topics were
curated from Bing Search logs and evaluated by GPT-4 on a scale of 0–10 based
on eight intrinsic attributes, such as subjectivity and multifacetedness. Notably,
unlike TREC-RAGgy 2024, these queries lack relevance judgments. To curate a
smaller development subset for a faster evaluation of RAG systems, we employ
a sampler designed to maximize diversity based on the eight intrinsic attributes.
This is achieved by iteratively selecting the query with the highest l1 norm in
the intrinsic attribute space (of all eight dimensions) relative to the already-
sampled set. We refer to the resultant topic set as TREC-Researchy 2024. From
Table 2, about 80% of the topics are Knowledge-Intensive, and about 76% are
Multi-Faceted, highlighting the need for effective RAG systems. Additionally,
66.5% of topics start with “how” or “why”, emphasizing explanatory questions.
These distributions suggest that TREC-Researchy 2024 prioritizes complex and
multi-dimensional topics.

For the TREC RAG test topics, we released a new and fresh scrape of topics
close to the submission period. This approach compiled a fresh and newer set of
topics, similar to Rosset et al. [57], thereby minimizing the risk of data leakage
and ensuring a fair evaluation with existing commercially available LLMs.

6 TREC RAG Baselines

6.1 Retrieval

Our retrieval module integrates both first-stage retrievers and rerankers. For
traditional dual encoders, we employ BM25 and BM25 + Rocchio, available in
Anserini [65] and retrieve the top 3000 segments for a given topic. BM25 has
proven effective as a first-stage retriever due to its capability to capture lexical
overlap, with Rocchio introducing relevance feedback to further refine the search
results based on initial BM25 retrieval.

We further extend our retrieval evaluation by incorporating GTE-L, a dense
dual encoder model from Alibaba-NLP [34]. GTE-L is their larger variant com-
prising 434M parameters, with embeddings of dimensionality 1024, and support
for a maximum sequence length of 8196 tokens. This model is particularly suited
for long-context retrieval tasks, enabling it to effectively capture relationships
across larger text segments. GTE-L is a strong baseline demonstrating state-of-
the-art effectiveness in the MTEB [46] benchmark, when it was introduced.

Additionally, we evaluate two other dense dual encoders from Snowflake:
ArcticEmbed-M and ArcticEmbed-L [44]. ArcticEmbed-M is a 137M parameter
model, generating embeddings with a dimensionality of 768, while ArcticEmbed-
L is a larger model with 335M parameters and an embedding dimensionality of
1024. Both models have shown state-of-the-art performance in retrieval tasks,
particularly on the BEIR benchmark [61], where they excel in diverse retrieval
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settings. ArcticEmbed-M and ArcticEmbed-L provide efficient and scalable so-
lutions for semantic retrieval, complementing our first-stage retrieval suite.

For each retrieval method (BM25, BM25 + Rocchio, GTE-L, ArcticEmbed-
M, and ArcticEmbed-L), we retrieve the top 3000 segments. To leverage the
strengths of multiple retrieval strategies, we employ Reciprocal Rank Fusion
(RRF) as a hybrid approach. The RRF technique fuses the retrieval results from
BM25 + Rocchio, GTE-L, ArcticEmbed-M, and ArcticEmbed-L, with the aim
of producing a better candidate set for reranking, as hybrid approaches have
been shown to improve retrieval effectiveness in multiple TREC tracks [32].

Following retrieval, we explore neural reranking models for first-stage rerank-
ing. We leverage monoT5-3B, a pointwise reranker with 3B parameters, that
demonstrates strong effectiveness in reranking by assigning relevance scores to
individual document-query pairs [47,52]. Note that we fuse these results with
the results from the prior stage.

Next, we incorporate RankZephyr, a highly effective listwise reranker in
Pradeep et al. [54], which takes as input a query and a list of passages and
outputs a reordered list based on relevance. RankZephyr is particularly effec-
tive in scenarios where contextual relationships between documents are useful
for ideal reranking. In our pipeline, we use RankZephyr to rerank the top 100
resultant candidates from monoT5-3B, ensuring a more precise final ranking.
Note that we fuse the RankZephyr results with the results from the prior stage.

Additionally, we evaluate RankZephyrρ, which adopts a progressive rerank-
ing strategy. RankZephyrρ iteratively refines the ranking of candidate documents
over three passes, progressively improving the precision of the final ranked list.
This iterative refinement has been shown to enhance retrieval effectiveness, par-
ticularly in cases where high-precision ranking is required.

Both monoT5-3B and RankZephyr and also other rerankers such as LRL [41],
RankGPT [59] and LiT5 [60], are available through the rank_llm package, which
we leverage as part of our reranking pipeline in Ragnarök. While budget con-
straints prevent us from testing every reranking model, support for this function-
ality continues through Ragnarök. Some of these retrieved results in the case of
TREC-RAGgy 2024 can be evaluated after running the MaxP operation to get
the representative score for the document. Finally, the top-20 reranked segments
are passed on to the next stage, i.e., augmented generation.

Results. Table 3 presents the nDCG@10, MAP@100, and recall@100 for the pri-
mary retrieval baselines under consideration. The traditional lexical retrievers
BM25 (1a) and BM25+Rocchio (1b) demonstrate comparable scores with only
marginal differences. Dense dual encoders (1c, 1d, 1e) exhibit superior effective-
ness compared to traditional lexical methods (1a, 1b). Among the dense models,
the ArcticEmbed variants (1d, 1e) achieve slightly higher effectiveness metrics
than GTE-L (1c). Notably, the application of Reciprocal Rank Fusion across
these models (1f) yields substantial improvements compared to any individual
retriever (1a–e).

The integration of the pointwise reranker monoT5-3B (2a) further enhances
retrieval effectiveness across all metrics. Subsequent application of listwise rerank-
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Model nDCG@10 MAP@100 Recall@100

Lexical & Dual Encoders
(1a) BM25 0.4227 0.1561 0.2807
(1b) BM25+Rocchio 0.4188 0.1818 0.3141
(1c) GTE-L 0.5682 0.2162 0.3512
(1d) ArcticEmbed-M 0.5749 0.2349 0.3692
(1e) ArcticEmbed-L 0.5776 0.2277 0.3623
(1f) RRF(1b,1c,1d,1e) 0.6064 0.2592 0.3990

Rerankers
(2a) RRF(1f, monoT5-3B) 0.6175 0.2708 0.4208
(2b) RRF(2a, RankZephyr) 0.6357 0.2770 0.4208
(2c) RRF(2a, RankZephyrρ) 0.6317 0.2771 0.4208

Table 3. Results on the Document Ranking Task of the TREC-RAGgy 2024.

System: This is a chat between a user and an artificial intelligence
assistant. The assistant gives helpful, detailed, and polite answers
to the user’s questions based on the context. The assistant should
also indicate when the answer cannot be found in the context.

INSTRUCTION: Please give a complete answer to the question. Cite
each context document that supports your answer within brackets []
using the IEEE format.

QUESTION: {query}

CONTEXTS:
[1] {Passage title}: {Passage text}
[2] {Passage title}: {Passage text}
...
[20] {Passage title}: {Passage text}

INSTRUCTION: Please give a complete answer to the question. Cite
each context document that supports your answer within brackets []
using the IEEE format.

Fig. 2. ChatQA prompt template [40] used for RAG generation with in-text citations
with LLaMA3.1-70B and GPT-4o in our Ragnarök framework.

ing models (2b, 2c) yields additional effectiveness gains. However, the progres-
sive reranking approach does not demonstrate meaningful improvements in high-
precision metrics for this particular collection, as evidenced between the multiple
and single-pass RankZephyr variants (2c vs. 2b).
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6.2 Augmented Generation

Our generation module is designed to support a wide range of both open-source
and proprietary models, enabling flexible integration for various use cases. At
the core of our open-source support is vLLM [30], an optimized framework for ef-
ficient large language model (LLM) inference. vLLM excels in handling resource-
intensive models by leveraging tensor parallelism and dynamic batching, ensuring
scalability and performance across distributed systems. This makes it well-suited
for open-source LLMs, where efficient resource management is critical. In addi-
tion, vLLM provides a wide support for text-based LLMs5 including custom
models fine-tuned with LoRA [22].

Our focus is on three popular LLMs: (i) GPT-4o is the latest GPT ver-
sion from OpenAI [48]; (ii) Command R+ is Cohere’s open-source instruction
following LLM developed for complex RAG pipelines [13]; (iii) LLaMA-3.1-70B-
Instruct is Meta’s flagship open-source instruction tuned generative model opti-
mized for multilingual dialogue use cases [17].

Given that Command R+ cites in a span level, we map the citations to
their parent sentences. For GPT-4o and LLaMA-3.1-70B, we follow the ChatQA
prompt template [40] and cite relevant segments within the text (in-line) using
the IEEE format. An example of the prompt template is shown in Figure 2.

Additionally, Ragnarök incorporates a variety of refined ChatQA prompts
specifically tailored for biomedical RAG tasks, particularly within the context of
the TREC 2024 Biomedical Generative REtrieval (BioGen) track. These refine-
ments enhance the system’s ability to address domain-specific queries effectively
in the expected manner and steer the model with expected word counts and
sentence structures (each sentence is an independent assertion). Furthermore,
the foundational ChatQA template was repurposed for the TREC 2024 Neu-
ral Cross-Language Information Retrieval (NeuCLIR) track’s report generation
task. This adaptability underscores Ragnarök’s versatility in prompt manage-
ment, allowing users to modify prompts with minimal intervention, typically
requiring only a single addition within the prompt template file. This stream-
lined approach ensures that users can efficiently adapt our framework across
various domains.

6.3 RAG-Bench Evaluation

Evaluating different RAG answers is challenging as multiple factors within the
output response are crucial for effectiveness evaluation. To combat this, recent
works rely on an LLM-as-a-judge setup [66], where strong LLM assessors judge
the RAG-generated output in a pairwise evaluation style (side-by-side) in a head-
on tournament. In our work, we briefly overview our baseline techniques using
human evaluators. The Command R+ baseline outputs shorter answers and cites
more relevant segments, whereas, the GPT-4o baseline outputs longer and more
detailed answers and cites fewer segments. Therefore, for topics in both TREC-
RAGgy 2024 and TREC-Researchy 2024, GPT-4o intuitively is the better choice
5 https://docs.vllm.ai/en/latest/models/supported_models.html

https://docs.vllm.ai/en/latest/models/supported_models.html
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for RAG answer generation. We found that the LLaMA3.1-70B model produces
long and detailed answers but sometimes generates (from model parameters) a
separate references section, from which it cites. We leave it for future work, to
empirically compute the win rates (in %) between our baselines in the RAG-
bench evaluation.

Fig. 3. WebUI showcasing the Ragnarök System Arena and the user query, “what
inspired pink floyd’s the wall?”, with answers from two pipelines side-by-side comparing
GPT-4o (left) and Command R+ (right).

7 Ragnarök System Arena

Heavily inspired by the success of Chatbot Arena [12,66], a crowdsourcing bench-
mark WebUI featuring anonymous battles, we extend the concept to multi-stage
configurable RAG pipelines with Ragnarök. In the arena, users interact with
two unblinded/blinded RAG systems simultaneously, issuing the same topic to
both. The participants evaluate and select the pipeline that delivers their most
preferred response, with the identities of the modules in the end-to-end pipeline
revealed after the voting process in the blinded case. We leverage Gradio [1] to
build the WebUI for Ragnarök. Each step of the pipeline uses REST APIs for
intercommunication, enabling easy module switching within the pipeline. This
modular design simplifies the integration of different retrieval and LLM config-
urations, enhancing scalability and maintainability.
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Figure 3 illustrates an example topic “what inspired pink floyd’s the wall?”
processed by two different pipelines: Pipeline A, comprising BM25 → RankZephyr
→ GPT-4o (left), and Pipeline B, comprising BM25 → RankGPT-4o → Com-
mand R+ (right) in the unblinded tab. The outputs generated by each pipeline
are compared, allowing users to discern which system provided a more satisfac-
tory answer. Note that when the user hovers the mouse over a citation, they can
preview the cited segment. We also provide a similar blinded pairwise evaluation
interface along with the ability to view the responses in the JSON form (a tab)
in the WebUI for Ragnarök.

After reading both outputs, the user has to pick one of the four choices for
preference scoring: (i) A is better (ii) B is better (iii) Tie, or (iv) Both are
bad. These results from preference scoring are organized into three separate
ELO leaderboards, leveraging an SQLite database to track module effectiveness.
These leaderboards evaluate language models (LLMs) for augmented generation-
only (AG), retrieval models (R), and retrieval-augmented generation pipelines
(RAG), providing a comprehensive view of their relative contributions.

8 Ongoing Work

Ragnarök is the first step for the ongoing work in the TREC RAG, by releasing
the document collections, development topics, and baseline strategies for partic-
ipants. We will continue to update the pipelines to include more diverse retrieval
models including other sparse dual encoders such as SPLADE-v3 [31] and effec-
tive pairwise rerankers [52]. It is also in our critical path to evaluate the retrieved
results from submissions to TREC-RAGgy 2024, after pooling, both with NIST
annotators and LLM judges [62]. We plan to add additional support for more
advanced RAG techniques like SelfRAG [6] and CRAG [64].

The next phase of our efforts will focus on finalizing the evaluation methodol-
ogy of the generated answer in the RAG output. We are planning to include three
evaluation metrics: nugget recall, support, and fluency. Automatic nugget-based
evaluation is gaining popularity [2,5,43] and becoming the de facto strategy for
RAG evaluation. Building on earlier work by Lin et al. [35], we plan to build
a list of nuggets for each question recursively passing through the pooled re-
sults. We evaluate each generated answer based on precision and recall metrics.
Next, for support evaluation, we plan to measure whether the cited documents
sufficiently ground the information present in the answer. Lastly, for fluency
evaluation, we measure whether the RAG output is coherent and fluent without
any grammatical mistakes.

9 Conclusion

The emergence of retrieval-augmented generation (RAG) has revolutionized mod-
ern search systems by allowing real-time data incorporation into large language
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models (LLMs). Our work presents Ragnarök, a reusable and open-source end-to-
end framework designed to provide reproducible baselines and a WebUI serving
a RAG battle arena for retriever, reranker, and generation models.

In addition to introducing the MS MARCO V2.1 collection, we carefully
curated topics from TREC-DL 2021-2023 and Researchy Questions. The TREC-
RAGgy 2024 subset and the corpus can be collectively viewed as an ad-hoc
retrieval collection on which we evaluated several state-of-the-art dual encoders
and rerankers. Our work also defines I/O specifications to assist users in the
RAG paradigm. By tightly integrating with popular retrieval frameworks such
as Pyserini and rank_llm, Ragnarök ensures seamless usage.

We identify key baselines from industry, including OpenAI’s GPT-4o, Co-
here’s Command R+ and Meta’s LLaMA3.1-70B, and provide a qualitative
analysis of these baselines on the development topics. Our framework provides
a WebUI for head-to-head RAG system comparisons, inspired by recent work
such as Chatbot Arena, to facilitate user evaluation and preference scoring.

Finally, by open-sourcing Ragnarök, we aim to standardize RAG applications
in preparation for TREC RAG, promoting wider adoption and fostering innova-
tion in the RAG research community. We plan to continuously update Ragnarök
to include more advanced retrieval models and RAG techniques, ensuring it re-
mains a valuable tool for researchers and practitioners alike.
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