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ABSTRACT
The effectiveness of dense retrieval models trained with multi-

lingual language models as backbones has been demonstrated in

multilingual and cross-lingual information retrieval contexts. The

optimal choice of a backbone model for a given retrieval task is

dependent on the target retrieval domain as well as the pre-training

domain of available language models and their generalization capa-

bilities, the availability of relevance judgements, etc. In this work,

we study the impact of these factors on retrieval effectiveness for

African languages using three multilingual benchmark datasets:

Mr. TyDi, MIRACL, and the newly released CIRAL dataset. We com-

pare the effectiveness of mBERT as a backbone for dense retrieval

models against multilingual language models such as AfriBERTa

and AfroXLMR, which are specialized for African languages. Fur-

thermore, we examine the impact of different training regimes on

the effectiveness of dense retrieval in different domains for African

languages. Our findings show that the pre-training domain of the

backbone LM plays a huge role in retrieval effectiveness, especially

in the absence of retrieval training data. Code artifacts are available

at https://github.com/castorini/afridpr_backbones.

CCS CONCEPTS
• Information systems → Multilingual and cross-lingual re-
trieval.
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1 INTRODUCTION
There is a growing body of work exploring information retrieval

(IR) and question answering (QA) for African languages. Many
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of these efforts [3, 11, 12] are foundational and introduce much-

needed test collections specifically for African languages. Growing

interest in this area coincides with improved language models of

different architectures specialized for African languages [4, 10, 14].

These afrocentric models are often pre-trained with one or more

non-African languages popularly spoken on the continent, e.g., Ara-

bic, English, etc. This decision is motivated by the limited amount

of data available for these languages, the demonstrated impact of

cross-lingual transfer [6], and the tendency for code-switching and

code-mixing [13, 15]. The first two motivating factors are of espe-

cial importance in neural information retrieval where supervised

training data in African languages is limited and transfer from high-

resource languages is important for competitive effectiveness in

multilingual settings [19].

While traditional lexical matching algorithms such as BM25

still play an essential role in retrieval, dense retrievers [8, 9, 16]

based on transformer language models are seeing strong adoption.

Zhang et al. [19] perform a thorough investigation of the training

space for multilingual dense retrieval models. The authors establish

guidelines for training multilingual dense retrievers leveraging

the cross-lingual abilities of mBERT. We build upon their work

to investigate how best to train multilingual dense retrievers for

African languages given a target domain and language. Specifically,

we investigate the following research questions:

• What is the impact of different backbone models on retrieval

effectiveness?

• What is the impact of training-evaluationmismatches that occur

in terms of language or domain?

Practitioners building search applications using dense retrieval mod-

els must select a backbone model from the wide range of language

models available today. In contrast, training data may be limited.We

find that language models specialized for African languages make

for better backbones but domain match (pre-training and retrieval)

is an important consideration. Effective retrieval models for African

languages can still be built when there is no retrieval training data

at all for the language and/or domain of interest — by fine-tuning

multilingual models on MS MARCO. However, further fine-tuning

on limited data or data in a different domain does not always trans-

late into improved effectiveness. Such gains are dependent on the

backbone LM chosen and its multilingual capabilities.

2 EXPERIMENTAL SETUP
2.1 Datasets
We evaluate on Mr. TyDi [18] as well as MIRACL [19]. Mr. TyDi is

a multilingual retrieval benchmark that provides manually labeled

data for monolingual retrieval on 11 typologically diverse languages

https://github.com/castorini/afridpr_backbones
https://doi.org/10.1145/3626772.3657952
https://doi.org/10.1145/3626772.3657952
https://doi.org/10.1145/3626772.3657952
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including Swahili. MIRACL further extends Mr. TyDi, including

additional queries, positive & negative judgements, and languages.

MIRACL includes Swahili and Yoruba in the languages it covers.

Lastly, we evaluate on CIRAL [3], a cross-lingual IR (CLIR) test

collection with English queries and passages in Hausa, Somali,

Swahili and Yoruba.

MS MARCO. Zhang et al. [19] find that pre–fine-tuning multi-

lingual DPR models on the MS MARCO passage ranking dataset

consistently yields benefits even when the target language is unre-

lated to English. We follow this recommendation in our study and

make use of the MS MARCO dataset provided by Tevatron.
1,2

2.2 Models
We train dense passage retrievers (DPRs) [8] using the following

multilingual language models as backbones. Hereafter, we use the

backbone name to refer to a DPR model trained with the named

backbone (e.g., AfroXLMR to refer to AfroXLMR-DPR) when dis-

cussing our experiment results and findings.

(i) mBERT. mBERT, pre-trained on Wikipedia corpora, covers just

two of the languages of interest in this paper: Swahili and Yoruba.

Still, mBERT allows us to explore the impact of broad multilingual

abilities on cross-lingual transfer for retrieval tasks and transfer

effects for languages not included in pre-training data.

(ii) AfroXLMR. Alabi et al. [4] fine-tuned AfroXLMR models on

17 African languages in mC4 [17] from the original XLM-R mod-

els [6]. Like mBERT, AfroXLMR models have broad multilingual

abilities since XLMR was pre-trained on 100 languages. However,

the authors specialize the model for African languages by adapt-

ing its vocabulary before multilingual fine-tuning. As AfroXLMR

models are much larger than mBERT and AfriBERTa, we use only

AfroXLMR Base (270M) in this study.

(iii) AfriBERTa. Ogueji et al. [10] introduced AfriBERTa — a suite

of models reaching up to 126M parameters — demonstrating the

viability of pre-training multilingual models for African languages

on a small high-quality dataset. AfriBERTa has stood the test of

time, with effectiveness competitive withmuch largermodels across

multiple tasks [1, 2, 5, 7]. We train DPRs using the base and large

variants of AfriBERTa in our experiments. Additionally, we pre-

train improved versions of AfriBERTa base and large using the

Wura dataset [14] as follows:

• We pre-train AfriBERTa Base (112M) with a vocabulary size

of 70K on only English and latin-script African languages in

Wura.

• We pre-train AfriBERTa Large with a vocabulary size of 150K

on all languages inWura. The larger vocabulary size used here

translates to a larger embedding dimension for our model and

increases the parameter count to 187M.

To distinguish these new models, we name them AfriBERTer. They

allow us to examine the impact of improved afrocentric models

and cross-lingual transfer from non-African languages on the ef-

fectiveness of DPRs trained with afrocentric models as backbones.

AfriBERTer Large also offers better comparisons with AfroXLMR.

1
https://huggingface.co/datasets/Tevatron/msmarco-passage

2
https://github.com/texttron/tevatron/issues/87#issuecomment-1678315053

2.3 Training
We follow training practices recommended by Zhang et al. [19] for

DPR models. Specifically, we train with 128 batch size for 40 epochs

on the corresponding training data using Tevatron.
3
The maximum

length of queries and passages is set to 64 and 256, respectively. We

use learning rates of 1e-5 and 4e-5 for multilingual and monolingual

training, respectively. Additionally, we sample one language per

batch during multilingual training. For each test collection, we

investigate four training regimes:

• MSMARCO pFT— pre–fine-tuning the model on MSMARCO

alone.

• MS MARCO pFT + FT w/ Swahili Mr. TyDi — Pre–fine-

tuning on MS MARCO before fine-tuning on Swahili Mr. TyDi.

• MS MARCO pFT + in-script FT w/ Mr. TyDi — Pre–fine-

tuning on MS MARCO before fine-tuning on all latin-script

languages in Mr. TyDi. This is a multilingual fine-tuning sce-

nario covering English, Finnish, Indonesian, and Swahili.

• FT w/ Swahili Mr. TyDi — No pre–fine-tuning. Fine-tuning

directly on Swahili Mr. TyDi only.

When evaluating on Hausa, Somali and Yoruba, the MS MARCO

pFT + FT w/ Swahili Mr. TyDi and FT w/ Swahili Mr. TyDi scenar-

ios represents fine-tuning on a related language in the absence of

training data in the language of interest.

2.4 Metrics
We report MRR and recall on the test set of Mr. TyDi with a cutoff

of 100 hits following the original work. For MIRACL, we report

nDCG@10 instead of MRR@100 following Zhang et al. [20]. For

CIRAL, we report nDCG@20 and Recall@100. Across all fine-tuning

configurations, we evaluate multiple checkpoints and report results

corresponding to the best effectiveness on the Mr. TyDi dev set.

3 RESULTS
In the absence of any retrieval training data, fine-tuning dense

retrieval models on MS MARCO alone still yields strong results,

especially with an optimal LM backbone. AfriBERTer Large, for

example, already achieves 0.515MRR@100 on Mr. TyDi after pre–

fine-tuning on MS MARCO (row 5 in Table 1). While this improves

to 0.634 after further fine-tuning on Swahili Mr. TyDi (row 11),

notice that we reach ≈ 80% of peak effectiveness after fine-tuning

on MS MARCO alone! In fact, the MS MARCO pFT + FT w/ Swahili

Mr. TyDi fine-tuning configuration yields the best results across all

three test collections for all the language models we consider.

3.1 Comparing Backbones for DPRs
We see that mBERT performs poorly on CIRAL for the two lan-

guages it was not pre-trained on: Hausa and Somali. For Swahili

and Yoruba, mBERT is more effective on CIRAL than AfriBERTa

models, which were not pre-trained on English (compare row 1 to

rows 2 & 4 in Table 1). As CIRAL is a cross-lingual retrieval task

with English queries, mBERT’s stronger effectiveness compared to

AfriBERTa models is perhaps unsurprising. In fact, Table 2 shows

that this trend is reversed with query translation. AfriBERTamodels

outperform mBERT in Table 2 across every training regime.

3
https://github.com/texttron/tevatron

https://huggingface.co/datasets/Tevatron/msmarco-passage
https://github.com/texttron/tevatron/issues/87#issuecomment-1678315053
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Mr. TyDi MIRACL CIRAL

sw sw yo sw yo ha so sw yo ha so sw yo

MRR@100 Recall@100 nDCG@10 Recall@100 nDCG@20 Recall@100

MS MARCO pFT

(1) mBERT (178M) 0.333 0.637 0.299 0.441 0.616 0.832 0.052 0.07 0.148 0.156 0.082 0.114 0.21 0.327

(2) AfriBERTa Base (112M) 0.472 0.807 0.452 0.448 0.775 0.74 0.154 0.115 0.113 0.102 0.219 0.171 0.167 0.263

(3) AfriBERTer Base (112M) 0.490 0.813 0.461 0.377 0.794 0.719 0.208 0.151 0.182 0.236 0.334 0.246 0.249 0.437

(4) AfriBERTa Large (126M) 0.477 0.800 0.435 0.440 0.759 0.733 0.185 0.128 0.121 0.16 0.264 0.185 0.178 0.341

(5) AfriBERTer Large (187M) 0.515 0.822 0.496 0.418 0.835 0.774 0.260 0.223 0.251 0.232 0.379 0.341 0.313 0.429
(6) AfroXLMR Base (270M) 0.479 0.799 0.356 0.502 0.622 0.840 0.243 0.220 0.255 0.213 0.347 0.300 0.335 0.403

MS MARCO pFT + FT w/ Swahili Mr. TyDi

(7) mBERT (178M) 0.621 0.869 0.662 0.624 0.896 0.913 0.069 0.090 0.155 0.134 0.111 0.141 0.220 0.299

(8) AfriBERTa Base (112M) 0.580 0.862 0.607 0.523 0.854 0.784 0.160 0.117 0.131 0.118 0.236 0.177 0.192 0.287

(9) AfriBERTer Base (112M) 0.618 0.887 0.533 0.524 0.792 0.808 0.196 0.144 0.179 0.223 0.312 0.233 0.269 0.420

(10) AfriBERTa Large (126M) 0.598 0.860 0.623 0.463 0.854 0.737 0.175 0.134 0.144 0.171 0.261 0.200 0.213 0.357

(11) AfriBERTer Large (187M) 0.634 0.890 0.645 0.514 0.888 0.824 0.265 0.218 0.235 0.252 0.381 0.331 0.317 0.435

(12) AfroXLMR Base (270M) 0.626 0.897 0.534 0.612 0.813 0.909 0.276 0.216 0.245 0.229 0.415 0.334 0.348 0.443

MS MARCO pFT + in-script FT w/ Mr. TyDi

(13) mBERT (178M) 0.605 0.866 0.618 0.577 0.882 0.855 0.022 0.051 0.133 0.117 0.062 0.099 0.189 0.260

(14) AfriBERTa Base (112M) 0.565 0.870 0.559 0.530 0.844 0.793 0.118 0.103 0.097 0.079 0.194 0.162 0.159 0.243

(15) AfriBERTer Base (112M) 0.597 0.896 0.611 0.515 0.873 0.817 0.141 0.103 0.143 0.170 0.219 0.166 0.221 0.328

(16) AfriBERTa Large (126M) 0.584 0.869 0.576 0.507 0.850 0.803 0.148 0.091 0.111 0.133 0.217 0.163 0.160 0.280

(17) AfriBERTer Large (187M) 0.623 0.901 0.635 0.587 0.894 0.906 0.222 0.192 0.213 0.202 0.326 0.278 0.305 0.394
(18) AfroXLMR Base (270M) 0.620 0.899 0.540 0.660 0.819 0.901 0.267 0.205 0.302 0.210 0.365 0.287 0.355 0.392

FT w/ Swahili Mr. TyDi

(19) mBERT (178M) 0.572 0.844 0.619 0.521 0.860 0.811 0.039 0.068 0.104 0.108 0.089 0.106 0.180 0.300

(20) AfriBERTa Base (112M) 0.487 0.767 0.546 0.403 0.814 0.781 0.077 0.051 0.059 0.071 0.130 0.12 0.105 0.232

(21) AfriBERTer Base (112M) 0.574 0.861 0.522 0.480 0.800 0.762 0.110 0.086 0.121 0.143 0.204 0.186 0.180 0.323

(22) AfriBERTa Large (126M) 0.492 0.799 0.565 0.368 0.838 0.696 0.074 0.081 0.074 0.098 0.142 0.143 0.119 0.274

(23) AfriBERTer Large (187M) 0.608 0.887 0.635 0.461 0.866 0.784 0.130 0.134 0.130 0.136 0.252 0.239 0.194 0.301
(24) AfroXLMR Base (270M) 0.547 0.834 0.560 0.362 0.845 0.724 0.132 0.129 0.143 0.122 0.204 0.229 0.229 0.283

Table 1: Retrieval Results across Mr. TyDi, MIRACL & CIRAL: AfriBERTer Large and AfroXLMR Base show comparable
effectiveness as backbones for dense retrieval models.

In the absence of training data (MS MARCO pFT), afrocentric

models generally outperform mBERT as backbones for DPR models

across all three test collections. In Table 1, AfriBERTa Base achieves

0.472MRR@100 on Swahili Mr. TyDi compared tomBERT’s 0.333 af-

ter MS MARCO pre–fine-tuning. AfriBERTer Large, which achieves

0.515 MRR@100 widens the mBERT effectiveness gap. We see the

same trend for nDCG on MIRACL also.

Since mBERT and AfroXLMR were pre-trained on over 100 lan-

guages, they have broader multilingual capabilities than the other

afrocentric models we consider. This becomes useful when we have

data in many languages, even if they are unrelated to the language

in which we perform retrieval. As both mBERT and AfroXLMR

were pre-trained on all languages in the MSMARCO pFT + in-script

FT w/ Mr. TyDi scenario (rows 13-18 in Table 1), they demonstrate

greater improvements in effectiveness due to stronger cross-lingual

transfer than the AfriBERTa/AfriBERTer models. On Mr. TyDi and

MIRACL, mBERT now outperforms all models except AfriBERTer

Large and AfroXLMR Base.

Cross-lingual information retrieval is the most challenging of

the scenarios we examine. Consider that in our CLIR scenario, the

DPRmodels may contend with one or more of the language/domain

mismatches discuss in Section 3.2 in addition to the challenge of re-

trieving documents in African languages relevant to queries issued

in English language. Surprisingly, AfriBERTa models are reasonably

effective on CIRAL despite not being pre-trained on English. In fact,

AfriBERTa models are less effective when we skip pre–fine-tuning

on MS MARCO — compare rows 8 & 10 to rows 20 & 22 in Ta-

ble 1. On the other hand, the new AfriBERTer models enjoy better

cross-lingual transfer from MS MARCO and demonstrate improved

effectiveness over AfriBERTa models on CIRAL. After MS MARCO

pre–fine-tuning, AfriBERTer Large achieves 0.260 and 0.251 nDCG

scores on Hausa and Swahili compared to AfriBERTa Large’s 0.185

and 0.121. Finally, Table 1 shows that AfriBERTer Large is much

generally more effective than AfroXLMR Base despite having over

30% fewer parameters.

3.2 Training-Evaluation Mismatches
The different training regimes we examine are different ways of

dealing with the training-evaluation mismatch that occurs in terms

of language and domain when doing retrieval. In our experiments,

this mismatch presents in the following ways:

1 — Domain mismatch (Wikipedia→ News) because we fine-

tune our DPR models on Mr. TyDi and evaluate on CIRAL. Thus,

mBERT contends with additional domain mismatch since its pre-

training domain (Wikipedia) is reinforced by fine-tuning onMr. TyDi.
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CIRAL Translated Queries

ha so sw yo ha so sw yo

nDCG@20 Recall@100

MS MARCO pFT

(1) mBERT (178M) 0.029 0.044 0.035 0.064 0.028 0.027 0.014 0.050

(2) AfriBERTa Base (112M) 0.178 0.163 0.147 0.138 0.273 0.244 0.204 0.253

(3) AfriBERTer Base (112M) 0.140 0.154 0.208 0.140 0.252 0.233 0.261 0.238

(4) AfriBERTa Large (126M) 0.192 0.173 0.164 0.167 0.301 0.254 0.229 0.310

(5) AfriBERTer Large (187M) 0.216 0.197 0.226 0.170 0.335 0.301 0.298 0.311
(6) AfroXLMR Base (270M) 0.115 0.134 0.205 0.128 0.208 0.189 0.276 0.225

MS MARCO pFT + FT w/ Swahili Mr. TyDi

(7) mBERT (178M) 0.043 0.056 0.131 0.096 0.095 0.078 0.179 0.186

(8) AfriBERTa Base (112M) 0.181 0.155 0.178 0.143 0.288 0.253 0.255 0.28

(9) AfriBERTer Base (112M) 0.175 0.153 0.206 0.140 0.282 0.243 0.272 0.272

(10) AfriBERTa Large (126M) 0.192 0.175 0.191 0.165 0.308 0.260 0.245 0.312

(11) AfriBERTer Large (187M) 0.259 0.221 0.253 0.182 0.388 0.364 0.314 0.365
(12) AfroXLMR Base (270M) 0.220 0.198 0.240 0.136 0.341 0.275 0.336 0.277

MS MARCO pFT + in-script FT w/ Mr. TyDi

(13) mBERT (178M) 0.022 0.039 0.116 0.080 0.047 0.063 0.154 0.156

(14) AfriBERTa Base (112M) 0.142 0.124 0.146 0.098 0.215 0.220 0.211 0.227

(15) AfriBERTer Base (112M) 0.129 0.117 0.173 0.138 0.205 0.200 0.271 0.252

(16) AfriBERTa Large (126M) 0.165 0.152 0.162 0.138 0.260 0.248 0.237 0.292

(17) AfriBERTer Large (187M) 0.211 0.209 0.250 0.183 0.330 0.306 0.315 0.334
(18) AfroXLMR Base (270M) 0.208 0.192 0.266 0.164 0.300 0.249 0.333 0.312

FT w/ Swahili Mr. TyDi

(19) mBERT (178M) 0.025 0.052 0.095 0.066 0.084 0.087 0.135 0.148

(20) AfriBERTa Base (112M) 0.133 0.127 0.131 0.116 0.227 0.223 0.203 0.257

(21) AfriBERTer Base (112M) 0.142 0.146 0.150 0.124 0.252 0.246 0.212 0.254

(22) AfriBERTa Large (126M) 0.061 0.086 0.074 0.101 0.140 0.165 0.148 0.234

(23) AfriBERTer Large (187M) 0.143 0.155 0.151 0.130 0.256 0.248 0.215 0.259
(24) AfroXLMR Base (270M) 0.131 0.152 0.128 0.088 0.211 0.240 0.214 0.189

Table 2: Retrieval Results on CIRAL Translated Queries:
AfriBERTer Large shows superior effectiveness across all
training regimes compared to other backbone LMs

2 — Language mismatch because the language of retrieval was

not seen during pre-training of the backbone LM. For example,

mBERT was not pre-trained on Hausa and Somali.

3 — Language mismatch because no fine-tuning data exists

at all in the language of retrieval. Since our fine-tuning dataset,

Mr. TyDi, only covers Swahili, our DPR models must generalize

from Swahili to Hausa, Somali, and Yoruba. During in-script fine-

tuning with latin script Mr. TyDi, we attempt to generalize from

multiple languages.

Our experiment results suggest that language mismatch 2 is most

difficult to overcome. We compare the effectiveness gap between

mBERT generalizing from Swahili to Yoruba and mBERT gener-

alizing to Hausa and Somali, which mBERT was not originally

pre-trained on. After MS MARCO pFT (row 1 in Table 1), mBERT

achieves 0.148 and 0.156 nDCG@20 scores for CIRAL on Swahili

& Yoruba respectively. In comparison, it only achieves 0.052 and

0.070 nDCG@20 on Hausa and Somali respectively. This trend is

consistent as we further fine-tune on Swahili Mr. TyDi (see rows

7, 13, & 19 in Table 1). In contrast, language mismatch 3 may be

easily overcome. All the afrocentric models we fine-tuned general-

ize to other languages well, and mBERT generalizes to Yoruba after

fine-tuning on Swahili.

How well the models generalizes after fine-tuning crucially

depends on the retrieval domain. When evaluating on Mr. TyDi

and MIRACL, mBERT enjoys greater gain from additional fine-

tuning than all the afrocentric models we consider. We hypothe-

size that this increased transfer is because the target retrieval do-

main for both test collections match mBERT’s pre-training domain,

Wikipedia. Comparing rows 1 & 7 in Table 1, mBERT’s nDCG@10

scores on Swahili MIRACL improve after additional fine-tuning

on Swahili Mr. TyDi by 0.363 points over the MS MARCO pre–

fine-tuning scenario! On Mr. TyDi, mBERT gains additional 0.288

MRR@100 points. In both cases, mBERT becomes more effective

than both AfriBERTa models and even outperforms AfroXLMR

Base and the new AfriBERTer models on MIRACL.

In contrast, afrocentric models, all pre-trained mainly on news

datasets, only gain modest improvements in effectiveness when we

further fine-tune on Swahili following MSMARCO pre–fine-tuning.

Interestingly, their effectiveness on CIRAL after MS MARCO pFT

+ in-script FT w/ Mr. TyDi is less than what we obtain after pre–

fine-tuning on MS MARCO alone! This suggests more training data

isn’t always better. It depends on whether the backbone LM can

learn from it and generalize to the domain and language of interest.

4 CONCLUSION
The retrieval test collections we consider in this study (Mr. TyDi,

MIRACL & CIRAL) cover four African languages — Hausa, So-

mali, Swahili & Yoruba, and two domains (Wikipedia & News).

We explore training regimes corresponding to scenarios such as

a complete lack of training data for the language and/or domain

of interest, or the existence of training data only in a related lan-

guage. We find that effectiveness crucially depends on the choice

of the backbone LM. For instance, retrieval may be ineffective for a

language that the backbone LM was not pre-trained on, even if we

fine-tune on retrieval data in closely related languages.

A language model which has been specialized for African lan-

guages is usually the most optimal backbone, especially if the model

was also pre-trained on high-resource languages such as English.

With the optimal backbone, retrieval effectiveness obtained after

pre–fine-tuning on MS MARCO may be as much as 80% of peak

effectiveness achievable through further fine-tuning.

Interestingly, we find that more training data in other languages

do not always yield improved retrieval effectiveness in African

languages. Possible gains depend on the multilingual capability

of the backbone LM to learn from such data and generalize to

the retrieval domain. On the other hand, fine-tuning on a related

language always yields improved effectiveness. Such improvements

are most pronounced when the domains of the pre-training data for

the backbone model and the fine-tuning dataset match the target

retrieval domain.

With this work, we provide recommendations for navigating

these choices and constraints, and enable building effective dense

retrieval models for African languages. While our study is limited

to the African languages covered in existing IR test collections, we

provide a solid foundation for future researchers to build on as

coverage for African languages expands.
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