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ABSTRACT
Over two decades ago, Berger and Lafferty proposed “information retrieval as statistical translation” (IRST), a simple and elegant method for ad hoc retrieval based on the noisy channel model. At the time, they lacked the large-scale human-annotated datasets necessary to properly train their models. In this paper, we ask the simple question: What if Berger and Lafferty had access to datasets such as the MS MARCO passage ranking dataset that we take for granted today? The answer to this question tells us how much of recent improvements in ranking can be solely attributed to having more data available, as opposed to improvements in models (e.g., pretrained transformers) and optimization techniques (e.g., contrastive loss). In fact, Boytsov and Kolter recently began to answer this question with a replication of Berger and Lafferty’s model, and this work can be viewed as another independent replication effort, with generalizations to additional conditions not previously explored, including replacing the sum of translation probabilities with ColBERT’s MaxSim operator. We confirm that while neural models (particularly pretrained transformers) have indeed led to great advances in retrieval effectiveness, the IRST model proposed decades ago is quite effective if provided sufficient training data.
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• Information systems → Language models.
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1 INTRODUCTION
There are three crucial ingredients to any solution based on machine learning: the model itself (linear, tree-based, neural, etc.), the training data (quality, quantity, domain, as well as many other considerations), and the optimization strategy (the loss function, the optimizer itself, hyperparameters, etc.). With the advent and dominance of neural approaches to information retrieval, we have seen significant advances in all three. There is no dispute that neural models today—particularly pretrained transformers—are tremendously powerful and excel at a wide range of retrieval tasks [17, 19], including in specialized domains such as medicine [26]. We have seen corresponding advances in different optimization strategies: most recently, a body of research has shown that different loss functions contribute significantly to effectiveness gains [13, 28]. In the realm of data, the MS MARCO datasets have been a huge boon for the community, driving gains in effectiveness by feeding data-hungry neural models.

Studies of neural ranking models today mostly take for granted training on large datasets with human-labeled relevance judgments such as MS MARCO and instead primarily focus on model and optimization advances [19]. In this paper, we focus on the issue of data availability and try to answer the following question: How much of recent effectiveness gains can be attributed solely to the availability of more data?

To this end, we revisit the “information retrieval as statistical translation” (IRST) model proposed by Berger and Lafferty [5] from 1999—over two decades ago (and from the previous millennium)! We ask: How effective would their model be if given access to the training data available today? That is, let us pretend that modeling and optimization advances (e.g., the “neural revolution”) in the intervening two decades never occurred. The answer to this question allows us to more appropriately assign “credit” to the role of simply having more data in driving advances in retrieval effectiveness. For this exercise, we set aside the issue of computational power, which is obviously an important consideration [14]. It is not clear if translation models at the scale described in this paper can be trained on circa 1999 commodity hardware, but let us ignore this potential limitation here.

Our research question has been asked and previously answered by Boytsov and Kolter [6] (building on the work in Boytsov and Nyberg [7]), and thus our work here can be viewed as an independent replication of that work, which itself re-implemented the ideas of Berger and Lafferty. We confirm that, indeed, the decades-old “information retrieval as statistical translation” (IRST) model can be quite effective if provided sufficient training data.

Going beyond the work of Boytsov and Kolter [6], we generalized their findings to experimental conditions not previously explored, including replacing the sum of translation probabilities with ColBERT’s MaxSim operator. Evaluations on test collections from the TREC Deep Learning Tracks show that implementations of the IRST model are on par with or better than the best “traditional” (i.e., non-neural) methods today in terms of effectiveness, based on results from TREC 2019 and 2020 [10, 11]. Finally, all of our models are integrated into the Pyserini IR toolkit [18], which provides state-of-the-art, easily reproducible non-neural baselines for
The key ingredient in these models is the collection of translation probabilities $t(q|w)$. But how are we to obtain these probabilities? The statistical translation strategy is to learn these probabilities from an aligned bilingual corpus of translated sentences, using the likelihood criterion. Ideally, we should have a collection of query/document pairs to learn from, obtained by human relevance judgments. But we know of no publicly-available collection of data sufficiently large to estimate parameters for general queries.

While the final statement may have been accurate in 1999, exactly such data exist today in the MS MARCO passage ranking dataset! Without access to training data, Berger and Lafferty had to make do with synthetic data, but all the major ingredients of the approach we explore here—e.g., learning translation probabilities with the IBM Model 1 translation model, ranking by query likelihood—have been in existence for over two decades.

Boytsov and Kolter [6] to our knowledge was the first to observe that with the availability of modern large-scale datasets, the approach of Berger and Lafferty was worth re-examining. The experiments in this paper can be viewed as an independent replication (i.e., an effort to recreate the experimental conditions with an independent implementation). Our results align with the original findings, confirming the effectiveness of the model. In addition, we explore more experimental conditions to generalize their findings.

3 METHODS

In this section, we describe the datasets, the models, and detailed configurations of our experiments.

3.1 Datasets

The MS MARCO passage ranking test collection [4], released in 2018, provides the crucial ingredient necessary to realize the noisy channel retrieval model of Berger and Lafferty. Microsoft released the data to help advance information retrieval research in the large-data regime [9], and it is difficult to overstate the impact that the dataset has had in driving recent progress in information retrieval by fueling data-hungry neural models.

The training set of the MS MARCO passage ranking test collection contains approximately 503k queries taken from Bing query logs. Each query is associated with around one relevant passage per query on average, and hence are usually referred to as “sparse” judgments. This contrasts with the TREC test collections, which were created via traditional approaches based on pooling.

We also evaluated our models for document ranking, using the MS MARCO document corpus, which comprises 3.2m documents from which the passage corpus was extracted. Mirroring the passage ranking conditions, we evaluated our models on the 5193 queries in the development set as well as topics from the TREC 2019 and TREC 2020 Deep Learning Tracks.

3.2 Estimating Translation Probabilities

Having described the data, we turn our attention to the translation model itself, which is IBM Model 1, a specific variant from
a series of models proposed by Brown et al. [8]. One of the key insights of Berger and Lafferty was to draw an analogy between machine translation (e.g., from English to French) and information retrieval. In machine translation, the IBM models define $p(f; a|e)$ for generating (say) a French sentence $f = \{f_1, f_2, \ldots, f_m\}$ from (say) an English sentence $e = \{e_1, e_2, \ldots, e_n\}$ in terms of a hidden alignment (denoted $a$) between the words in the two sentences. This conceptual connection allows us to reuse much of the “machinery” developed for machine translation. Using IBM Model 1, we are able to learn the translations probabilities $T(q|d)$, which relate query terms and document terms based on the noisy channel model as outlined in Section 2.

All of these translation probabilities are learned from the training set of the MS MARCO passage ranking test collection using the FlexNeuART toolkit [7]. This part of our work is largely a reproduction of the paper by Boytsov and Kolter [6]. As the passages in the MS MARCO passage corpus are much longer than queries, we split each relevant query–passage pair $(Q, D)$ into small contiguous chunks that are around the same length as the queries. In the original work, BERT tokenization was applied to parsed text, which comprises whitespace-separated terms, retaining stopwords. In this paper, we chose to generate BERT subwords from the raw passages but with stopwords removed.

### 3.3 Ranking Documents

The translation probabilities learned from the MS MARCO passage ranking dataset comprise the heart of our “modern take” on IRST. In this section, we describe two different approaches of how these probabilities are applied to ranking. Our starting points are Equations (2) and (3) of the document ranking model based on IBM Model 1 from Boytsov and Kolter [6], which derive ultimately from Berger and Lafferty [5]. To be clear, we use “documents” here in a generic sense to refer to the unit of indexing and retrieval; in the case of passage ranking, “documents” refer to the passages that comprise the corpus.

The IRST model begins with a standard query-likelihood formulation of ranking [24], where we rank documents from a corpus based on the probability that document $D$ generated query $Q$, assuming that each query term (i.e., $q \in Q$) is generated independently (i.e., a unigram language model):

$$P(Q|D) = \prod_{q \in Q} P(q|D)$$  \hspace{1cm} (1)

The probability of generating an individual query term $q$ can then be computed as follows:

$$P(q|D) = \sum_{d \in D} T(q|d)P(d|D)$$  \hspace{1cm} (2)

where $T(q|d)$ comes from the probability of translating the document term $d$ into query term $q$. $P(d|D)$ is the probability of term $d$ in document $D$, which can be computed from raw counts of terms in each document $D$ (i.e., the maximum likelihood estimate). Note that the above equation sums over unique terms in the document, since we are working with a bag-of-words model.

It is customary to add a bit of smoothing, and with the standard approach of linear interpolation, we arrive at the following:

$$P(q|D) = (1 - \lambda) \sum_{d \in D} T(q|d)P(d|D) + \lambda \cdot P(q|C)$$  \hspace{1cm} (3)

Here, $P(q|C)$ represents the probability of query term $q$ in the entire collection (corpus). The value of the $\lambda$ parameter is determined by tuning on training data.

The second approach is motivated by the late interaction architecture of ColBERT [15]. Note that this is a novel formulation that was not originally explored by Boytsov and Kolter [6]. Instead of converting query $Q$ and document $D$ into two contextual embedding sequences (as in the full ColBERT model), we instead asked: What is the effectiveness of directly applying the MaxSim operator on translation probabilities of query–document pairs? That is, for each query term, we find the document term $d$ from $D$ that produces the highest translation score, $T(q|d)$. Note that here we are not using any of the “neural machinery” proposed in ColBERT, and thus such an implementation would have been possible in 1999.

Operationally, using MaxSim has the effect of replacing sum in Equation (3) with a max:

$$P(q|D) = (1 - \lambda) \max_{d \in D} T(q|d)P(d|D) + \lambda \cdot P(q|C)$$  \hspace{1cm} (4)

A higher translation score means that the two terms have a higher degree of ‘match’ under a statistical translation model. Equation (3) serves as a drop-in replacement in the query likelihood calculation in Equation (1).

### 3.4 Reranking Implementation

Since there is no straightforward way to implement IRST directly with existing query evaluation techniques on inverted indexes (because the need to score terms that do not appear in the query cannot be efficiently captured with existing index traversal algorithms), we adopted the standard “retrieve-then-rerank” approach to implement IRST. In the context of BERT-based cross-encoders, Nogueira and Cho [21] were the first to adopt this approach, but multi-stage ranking dates back well over a decade [3, 20, 23].

In our implementation, $k$ candidates in the first stage are retrieved using the Pyserini IR toolkit [18], which is built on the open-source Lucene search library. Ranking is performed with bag-of-words queries using BM25, with parameters $k_1 = 0.82$, $b = 0.68$, tuned by a grid search to optimize recall@1000 based on the authors’ recommendation.1

The retrieved candidates are then passed to our IRST reranker, also implemented in Pyserini. As the translation model only contains translation probabilities between different terms, we also add a self-translation parameter, set to 0.35. This parameter was tuned using grid search over the range [0.1, 0.9], with a step size of 0.05 on five subsets of the training set of the MS MARCO passage ranking data. Two additional details: The minimal collection probability $P(q|C)$, which denotes the probability of a query term $q$ appearing

1https://github.com/castorini/anserini/blob/master/docs/experiments-msmarco-passage.md
We tuned the interpolation weight on five subsets of the MS MARCO with a 5-sentence stride, following Pradeep et al. [25]. Thus, our constructed segments based on a 10-sentence sliding window into multiple passages. This segmentation can be applied to the documents retrieved during first-stage retrieval. At search time, the highest score among the segments determines the document score. In the case where segmentation is applied to the documents retrieved during first-stage retrieval. At search time, the highest score among the segments determines the document score. In the case where segmentation is applied to the documents retrieved during first-stage retrieval.

Based on the above setup, we use the following notation to represent our two retrieve-then-rerank configurations:

- **BM25 + IRST (Sum):** This represents our design of applying the IRST reranker on BM25 first-stage retrieval, where reranking is performed according to Equation (3). This variant captures the original formulation of Berger and Lafferty.

- **BM25 + IRST (Max):** This represents our variant based on ColBERT’s MaxSim operator, where BM25 candidates are reranked according to Equation (4).

In both cases, we performed additional linear interpolation between (normalized) BM25 and IRST scores to generate the final ranking. We tuned the interpolation weight on five subsets of the MS MARCO passage ranking training set; this yielded a weight of 0.9 on the translation score for IRST (Sum) and 0.7 for IRST (Max). To avoid the risk of overfitting, we decided not to tune the weight parameter for document ranking.

The methods described above can rerank spans of text that are arbitrarily long, and so they can be directly applied to both passage and document ranking. However, for comparison purposes, we also evaluated IRST on document segments for document ranking. In the context of reranking with neural models—primarily to work around input length restrictions with transformers—researchers typically adopt a sliding window strategy that segments each document into multiple passages. This segmentation can be applied prior to indexing, where each segment becomes a unit of retrieval, or applied to the documents retrieved during first-stage retrieval. At search time, the highest score among the segments determines the document score. In the case where segmentation is applied to document candidates generated by the first stage, this is known as the MaxP approach [12] and is widely used [2, 16].

In this work, we adopt the alternative approach, where the documents are segmented prior to indexing. In our implementation, we constructed segments based on a 10-sentence sliding window with a 5-sentence stride, following Pradeep et al. [25]. Thus, our IRST reranker processes retrieved document segments from the first stage to construct the final ranking.

### 4 RESULTS

We separately present results on passage ranking and document ranking experiments in this section. The high-level summary is that we were able to successfully replicate the results of Boytsov and Kolter [6] and thereby demonstrate the effectiveness of the IRST model for both passages and documents. For passages, the “Sum” and “Max” formulations achieve comparable effectiveness, but for documents, the “Sum” formulation appears to be more effective.

#### 4.1 Passage Ranking

Experimental results on the MS MARCO passage corpus are shown in Table 1. The BM25 baseline is shown in row (1a), which reports MRR@100 for passage ranking and MRR@100 for document ranking. For the TREC topics, we report nDCG at rank cutoff 10 and MAP.

All experiments described in this paper can be reproduced with our open-source Pyserini IR toolkit. Detailed documentation can be found linked off the landing page of the Pyserini GitHub repository, at http://pyserini.io/.

<table>
<thead>
<tr>
<th></th>
<th>MS MARCO dev</th>
<th>TREC 2019</th>
<th>TREC 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@10</td>
<td>nDCG@10</td>
<td>MAP</td>
</tr>
<tr>
<td>(1a) BM25 (<strong>k</strong> = 0.82, <strong>b</strong> = 0.68)</td>
<td>0.188</td>
<td>0.497</td>
<td>0.290</td>
</tr>
<tr>
<td>(1b) BM25 + Model 1, by Boytsov and Kolter [6]</td>
<td>-</td>
<td>0.517</td>
<td>-</td>
</tr>
<tr>
<td>(1c) Best “traditional”</td>
<td>-</td>
<td>0.556</td>
<td>0.318</td>
</tr>
<tr>
<td>(1d) BM25 + monoBERT</td>
<td>0.365</td>
<td>0.698</td>
<td>0.468</td>
</tr>
<tr>
<td>(2a) BM25 + IRST (Sum)</td>
<td>0.221^[1a]</td>
<td>0.526</td>
<td>0.328^[1a]</td>
</tr>
<tr>
<td>(2b) BM25 + IRST (Max)</td>
<td>0.215^[1a]</td>
<td>0.537</td>
<td>0.329^[1a]</td>
</tr>
</tbody>
</table>

Table 1: Experimental results on the MS MARCO passage corpus for the development queries and TREC topics. Superscripts on the IRST conditions indicate significant improvements over the BM25 baseline, based on paired t-tests (p < 0.01).
To examine the robustness and generality of our models, we report ranking experiments on the MS MARCO document corpus. Results are presented in Table 2, where ranking full documents and segmented documents are shown in separate blocks. Row (1b) reports results from Boytsov and Kolter [6], our replication target.

The results here do not appear to be as clear as with the passage retrieval experiments. On TREC 2019 topics, our results are comparable to Boytsov and Kolter [6], comparing rows (2b) and (3b) to row (1a). However, for TREC 2020 topics, our BM25 baselines already beat the results reported by Boytsov and Kolter [6], so it is not clear what conclusions can be drawn. Nevertheless, our gains appear to be more modest.

Examining the doc (full) vs. doc (segmented) conditions, the BM25 baselines shown in rows (2a) and (3a) appear to exhibit comparable effectiveness. With reranking based on IRST (Sum), we observe a statistically significant increase in MRR@100 for the IRST (Sum) variant on segmented documents, row (3b). For IRST (Sum), both doc (full) and doc (segmented) conditions perform comparably.

Unlike for passage ranking, it is clear that the “Sum” variant is more effective than the “Max” variant for document ranking. In fact, for the doc (segmented) condition, IRST (Max) is significantly worse than the BM25 baseline, shown in row (3c) vs. row (3a), and we observe some significant decreases on TREC topics for doc (full) as well, shown in row (2c) vs. row (2a). We interpret these results as follows: since “Max” only considers the highest matching translation probability, it is likely to be affected by noise, and reranking longer segments of text increases noise.

Just as with the passage retrieval experiments, we compare against the best “traditional” methods from TREC, reported in row (1b). Our results appear to be competitive, which once again highlights the impact of simply having more data. How do our methods compare to reranking with transformers? Row (1c) reports results from team h2oloo [1] in the TREC 2019 Deep Learning Track.

### 4.2 Document Ranking

To examine the robustness and generality of our models, we report ranking experiments on the MS MARCO document corpus. Results for both approaches, based on paired t-tests (p < 0.01). For TREC 2019 and TREC 2020, the improvements in MAP are statistically significant. It appears that we have successfully replicated the results of Boytsov and Kolter [6]: Our scores are comparable for the TREC 2019 topics and higher for the TREC 2020 topics. Finally, we observe that both IRST formulations, “Sum” and “Max”, achieve comparable effectiveness.

For comparison, in row (1c) we report results from the best “traditional” runs (in terms of nDCG@10), taken from TREC 2019 and 2020. By “traditional”, the organizers of the tracks mean those runs that did not use any neural methods [10, 11], so these are perhaps better characterized as “pre-neural”. In particular, “traditional” runs may have taken advantage of techniques developed after 1999 (e.g., learning-to-rank methods). Unlike with TREC 2019 and 2020, where participants self-categorized their submissions, similar metadata does not exist for runs on the MS MARCO leaderboard. Thus, we are unable to ascertain the best comparable “traditional” run on the MS MARCO development queries. From this comparison, IRST appears to be competitive with the best “traditional” approaches deployed in TREC.

As a final comparison, we report results of monoBERT [22], a transformer-based reranker, taken from Nogueira and Cho [21] and Akkalyoncu Yilmaz et al. [1]. While it is no surprise that transformers vastly outperform our IRST model, more importantly, this comparison allows us to quantify the impact of modeling advances vs. data availability. On the MS MARCO development queries, starting from the BM25 baseline, monoBERT improves effectiveness by 0.177, and IRST (Sum) by 0.033. This means that roughly 20% of the gain can be attributed to simply having more data. In terms of nDCG@10 on TREC 2019, we reach a similar conclusion.

### Table 2: Experimental results on the MS MARCO document corpus for the development queries and TREC topics, with the full document and segmented document conditions shown in separate blocks. Superscripts on the IRST conditions indicate significant improvements over the corresponding BM25 baselines, based on paired t-tests (p < 0.01).

<table>
<thead>
<tr>
<th></th>
<th>MS MARCO dev</th>
<th>TREC 2019</th>
<th>TREC 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR@100</td>
<td>nDCG@10</td>
<td>MAP</td>
</tr>
<tr>
<td>baselines</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1a) BM25 + Model 1, by Boytsov and Kolter [6]</td>
<td>-</td>
<td>0.557</td>
<td>-</td>
</tr>
<tr>
<td>(1b) Best “traditional”</td>
<td>-</td>
<td>0.561</td>
<td>0.265</td>
</tr>
<tr>
<td>(1c) BM25 w/ RM3 + monoBERT variant</td>
<td>-</td>
<td>0.640</td>
<td>0.323</td>
</tr>
<tr>
<td>doc (full)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2a) BM25 (k1 = 0.82, b = 0.68)</td>
<td>0.249</td>
<td>0.510</td>
<td>0.241</td>
</tr>
<tr>
<td>(2b) BM25 + IRST (Sum)</td>
<td>0.302&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.549</td>
<td>0.252</td>
</tr>
<tr>
<td>(2c) BM25 + IRST (Max)</td>
<td>0.252</td>
<td>0.491</td>
<td>0.220&lt;sup&gt;2a&lt;/sup&gt;</td>
</tr>
<tr>
<td>doc (segmented)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3a) BM25 (k1 = 0.82, b = 0.68)</td>
<td>0.269</td>
<td>0.529</td>
<td>0.240</td>
</tr>
<tr>
<td>(3b) BM25 + IRST (Sum)</td>
<td>0.296&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.560</td>
<td>0.271&lt;sup&gt;3a&lt;/sup&gt;</td>
</tr>
<tr>
<td>(3c) BM25 + IRST (Max)</td>
<td>0.259&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.520</td>
<td>0.243</td>
</tr>
</tbody>
</table>
which used a model similar to monoBERT to rerank BM25 with RM3 query expansion. However, the addition of RM3 means that the reranker is starting from a higher quality set of candidates, which makes the comparison unfair.

Nevertheless, on the whole it appears that the gains we observe with IRST on document ranking are more modest than the gains for passage ranking. For this we have two explanations: First, we are applying the models learned from passage retrieval in a zero-shot manner, without any customization to document ranking. Second, it is perhaps the case that document ranking is inherently more challenging since we are working with longer (and hence noisier) text. Further explorations of these two points would represent interesting future work.

5 CONCLUSIONS

In this paper, we successfully implemented the “information retrieval as statistical translation” model of Berger and Lafferty [5] and replicated the more recent work of Boytsov and Kolter [6]. These results show that conceptual innovations from over two decades ago are truly insightful, but the lack of data precluded empirical validation at the time. However, data availability has finally caught up to the ideas!

Moving forward, we highlight one interesting direction for future work. Any model based on supervised machine learning immediately raises the question of how it generalizes to inputs that are not from the same distribution as the training data. For information retrieval, this relates to questions of domain adaption. Recent work in the context of the BEIR benchmark [27] has shown that learned transformer-based representations may not be effective for retrieval across multiple domains. It would be interesting to explore whether there are similar challenges with IRST as well.
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