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Abstract. While great progress has been made in non-English monolingual pas-
sage retrieval in recent years, there has been little work exploring influential factors
behind cross-lingual transfer capabilities in monolingual passage retrieval. In a
retrieval corpus such as Wikipedia, incidental multilingual texts occur in forms
including code-switching, translated name entities, and so on. In this work, we
study how these naturally occurring multilingual texts impact the cross-lingual
transfer of dense retrievers on monolingual passage retrieval. Results on 41 pairs
of languages suggest that the cross-lingual transfer capacity of dense retrieval
can be largely achieved with no incidental multilingual text, yet the decrease in
effectiveness is correlated with the number of queries and documents contain-
ing incidental multilingual text. This suggests that cross-lingual transfer can be
achieved by semantic understanding of the inputs alone and further enhanced by
manually injecting more overlapping lexicons. '

1 Introduction

Text retrieval techniques have greatly evolved since the development of pretrained
language models (pLM) [5, 16] on both English and multilingual benchmarks. Recent
works show that current retrieval methods can be effectively adapted to multilingual
scenarios simply by changing the backbone from the English pLM to a multilingual
one [3, 10, 11,21-23]. This is an example of the transfer effect, where a model trained
on one task or domain shows capability in a different but related task or domain due to
the model having learned representations generalizable across these tasks. Meanwhile,
many works have studied the effect of multilingual pLMs on NLP tasks by investigating
how transfer is related to cross-lingual traits such as shared subwords, shared linguistic
features, and many other factors [14, 19, 8, 1, 4]. However, there are few works exploring
influential factors behind the cross-lingual transfer effectiveness in multilingual text
retrieval [22, 6], where cross-lingual transfer refers to the scenario where a retriever is
applied to a target language L; when it is only trained on a different source language L,
and its effectiveness is quantified by standard IR metrics (e.g., nDCG@ 10) on the test
collection in the target language.

Incidental multilingual text (IMT), a natural occurrence of multilingual text in the
same sentence or paragraph and possibly as a result of code-switching, cross-lingual
reference, quoting, etc., is prevalent in retrieval corpora like Wikipedia [4]: See an
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Translation:

The naan pit is a salt-and-earth fire stove used for baking naan, which has the same function as an oven. The whole thing is like a bowl
turned upside down on the ground, with a large bottom and a small mouth. It is also used to bake popular Xinjiang specialty foods such
as baked buns, Nang pit barbecue, and roasted whole lamb.

Fig. 1: An example of incidental multilingual text (IMT) in a passage in Chinese extracted
from Wikipedia. The non-Chinese texts are highlighted in red and will be removed in
the token removal procedure to be described in Section 2.

example in Figure 1. Previous work observes a large number of shared tokens amongst
retrieval corpora in different languages due to incidental multilingual text [22], which
we reproduced on MIRACL [23], a large-scale multilingual retrieval dataset (Table 1).
Given the large number of shared tokens it produces, it is intuitive to assume that they
serve as major anchors of cross-lingual transfer. In this work, we study the impact of
incidental multilingual text on cross-lingual transfer in monolingual passage retrieval.
Specifically, we remove all tokens that are in a language script different from the script
of the training or evaluation data (Details in Section 2). We then compare the impact of
this action on cross-lingual transfer effectiveness.

We find that the effectiveness of cross-lingual transfer is mostly preserved without
incidental multilingual text: removing IMT tokens shows insignificant differences in the
transfer results in 38 of 41 pairs of languages, where the decrease in effectiveness in
most pairs of languages is less than 2% and overall less than 10%. This suggests that
models are able to perform cross-lingual transfer via semantic understanding of the input
sentences or passages. However, the decrease in effectiveness strongly correlates with
the number of queries and positive passages that contained incidental multilingual text,
implying that injecting more overlapping lexicon may add value to cross-lingual transfer
on top of pure semantic understanding.

2 Incidental Multilingual Text (IMT)

IMT Token Removal. The same token removal procedure applies for both training data in
the source language (L) and evaluation data in the target languages (L;). Given training
data in L,, we remove words detected to not be in the same script as L. Specifically,
we use an off-the-shelf language detection library langdetect.”? We pre-process the
training data for the language L by first tokenizing the data using the mBERT tokenizer,
then removing all tokens that langdetect finds to be in a script other than the script of
L. For example, if L is Russian, our process will remove all non-Cyrillic tokens from
training passages. The remaining tokens, which are in the same script as L, form new
training data used for fine-tuning mDPR. Similarly, given evaluation corpus and queries
in L;, we remove tokens that are detected to be in a different script from L,. Punctuation
and numbers are always kept in this process.

How IMT Tokens Contribute to Overlapping Tokens between Corpora in Two Languages.
As mentioned in the Introduction, the corpora of two languages exhibit a large number

2ht’cps ://pypi.org/project/langdetect
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Table 1: Statistics of the removed IMT tokens and the overlapping tokens across lan-
guages, where blue highlights the highest values and highlights the lowest values.
In all tables, L indicates the source language and L; indicates the target language.

(a) Overlap percentage of unique tokens between languages L, and L; in MIRACL [23]. The

value at entry {column L, row L;} is computed as No-nigue shared tokens between L and Ly
No. unique tokens in L g

fa hi bn ru fr es fi id sw te ar th zh ja
fa 100.0% 50.2% 52.9% 33.2% 35.7% 31.7% 34.8% 32.7% 43.4% 48.5% 48.5% 42.6% 39.1% 37.4%
hi 44.1% 100.0% 51.4% 30.6% 32.8% 28.8% 32.0% 30.0% 40.4% 57.1% 40.0% 41.8% 37.9% 36.0%
bn 41.6% 46.1% 100.0% 26.1% 28.6% 25.3% 27.8% 26.7% 34.9% 45.1% 34.9% 35.3% 31.5% 30.8%

(b) Identical to Table 1a yet considering token frequencies.

fa hi bn ru fr es fi id sw te ar th zh ja
fa 100.0% 24.9% 5.3% 36.8% 66.5% 62.4% 62.4% 58.1% 71.9% 14.1% 84.9% 3.8% 23.9% 25.9%
hi 36.9% 100.0% 59.5% 23.6% 62.8% 61.3% 58.1% 54.0% 70.1% 38.4% 47.1% 55.3% 28.1% 21.7%
bn 47.0% 60.7% 100.0% 24.2% 65.1% 62.5% 56.9% 52.3% 67.9% 38.9% 63.0% 24.2% 32.6% 23.4%
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Fig.2: An example of overlapping and IMT tokens among fa and hi. Each point at x-axis
indicates a unique token. Y-axis show token frequencies in log scale, where positive bar
indicates frequencies in fa, and negative bar indicates frequencies in hi. Colors indicates
whether the tokens overlap with the other language and whether it is IMT.

of unique overlapping tokens (Table 1a) with overall high frequencies (Table 1b). We
are now ready to have a deeper look on the role of IMT tokens in these statistics. This is
illustrated in Fig 2 using the fa—hi language pair as an example, where the grey block in
the middle represents all overlapping tokens between the two corpora. First, IMT-tokens
primarily account for a large number of unique overlapping tokens, as shown by the
projection of the area onto the x-axis. Second, although IMT tokens are not
highly frequent in the source language, they are usually frequent terms in the target
languages (the green area on the opposite side of the y-axis). These patterns illustrate
the potential of IMT tokens as anchors of cross-lingual transfer.

Sentences Coherence and Information Completeness. As our experiments remove tokens
from the sentence, it potentially creates incoherent text that potentially hurts retrieval
results. We thus investigate whether the introduced incoherence would disrupt the general
understanding of the passage and lead to undesired external variables in the experiments.
We curate five levels of information loss and paragraph comprehensibility after the token
removal as shown under the “Initial Order” in Fig. 3, and then ask GPT-4 to categorize
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Initial Order

(A) no information is lost after removing the words;

(B) some information is lost but the lost information can be inferred from the context;

(C) minor information is lost and cannot be recovered and it has little impact on
understanding the paragraph;

(D) major information is lost and cannot be recovered, but the paragraph is still
understandable in general;

(E) the paragraph's meaning is destroyed.

Rotated Orders

(A) the paragraph's... (A) some information... (A) minor information... (A) major information...
(B) no information... (B) minor information... (B) major information... (B) the paragraph's...
(C) some information... (C) major information... (C) the paragraph's... (C) no information...
(D) minor information... (D) the paragraph's... (D) no information... (D) some information...
(E) major information... (E) no information... (E) some information... (E) minor information...

Fig. 3: The five levels of information loss and paragraph comprehensibility after the
token removal, from mild to severe.

fa hi bn ru th
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Fig. 4: Percentage of “information loss” categories labeled by GPT-4. The heights of the
bars show the average percentage, and the error bars show the standard deviation. The
distributions on the rest of the languages are similar.

a sampled set of documents into one of the five levels. To affirm its capability on this
task, authors first annotate 20 documents per language, which have been translated into
English via Google Translate, and then compared GPT-4 results with human-annotated
results. Note that the human annotation process is finished before GPT-4, i.e., authors
have not been exposed to the GPT-4 results before annotations. We find that on the
sample set, GPT-4 results are largely aligned with human annotations.> We thus scaled
up the examination using GPT-4 to 200 documents per language.

To mitigate the effect of positional bias of LLMs for multiple-choice questions [17],
we generate 5 rounds of annotations, each with a different rotation of contents under
(A-E) options as illustrated under “Rotated Orders” in Fig. 3. Fig. 4 shows aggregated
results of all rotation variations, where the rotated orders have been translated back to
the (A-E) options in the initial order. While certain variation is observed, the model
recognized most of the token removal as C (minor lost), next as B (recoverable) and
D (major lost), and almost no instances are categorized as E (meaning destroyed). We
believe this shows that while token removal slightly breaks coherence, it does not cause
fundamental detriments to the underlying meaning of documents.

3 Among the examined examples, GPT-4 has identical assessments with humans in 65% of them,
and shows stricter assessment (e.g., human assesses it as A but GPT-4 assesses it as B) in 95%
of the examples, which indicates that results in Figure 2 approximate the upper-bound of the
information loss during the token removal process.
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3 Experimental Setup

Model. This work uses dense passage retriever (DPR) [9], one of the earliest dense
retrieval models [9, 12, 20]. We chose the model for the simplicity of the architecture
and the training process. DPR encodes the query and passage independently into vector
representations Eg(q) and Ep(p), and then measures their similarity by inner prod-
uct. During training, encoders are optimized with NCE loss [15]. Following previous
works [2,21,22], we adopt mDPR, which initializes DPR model with multilingual BERT
(mBERT) to support retrieval in multiple non-English languages.

Data. All experiments on this work are based on MIRACL [23], a large-scale multilin-
gual retrieval dataset that provides training and evaluation data for typologically diverse
languages. Data is released under the Apache-2.0 License. For simplicity, we refer to
each language using its ISO-2 code.*

Training and Inference. All our experiments are based on Tevatron [7], a flexible
framework for the training and inference of common retrieval methods. During training,
we start from the mBERT checkpoint provided by HuggingFace [18], then finetune it
on two versions of the MIRACL training data in each language L: the official MIRACL
training data’ (baselines) and the one with non- L-script tokens removed as described in
Section 2. Similarly, we adopt two versions of evaluation collections given language L:
the official MIRACL collection® and the collection with non-L-script tokens removed.
We evaluate the models using the official metric nDCG@ 10 of MIRACL. We use the
same hyper-parameters as previous works [22]: All experiments are fine-tuned for 40
epochs with a batch size of 64 and a learning rate of 1e-5. We limit the query lengths to
32 tokens and the passage lengths to 256 tokens on both training and inference steps.

Language Selection. Models are evaluated on three languages: fa, hi, and bn, and
trained extensively in 14 languages from MIRACL. These three evaluation languages
form a language group that contains both similar and diverse linguistic features: On the
one hand, they belong to the same language family, have a substantial amount of loan
words from each other, and have the same word order (Subject—object—verb; SOV). On
the other hand, they are all written in different scripts, which makes direct token sharing
impossible. They also have different gender systems and morphological typologies
(Persian is agglutinative, while the other two are fusional).

4 Results and Analysis

Table 2 compares zero-shot results before and after removing incidental multilingual text
as mentioned in Section 2. We fine-tune models on fourteen source languages individually
and evaluate on three target languages. Under each source—target language pair, we report

4Language names to their ISO-2 code: Persian (fa), Hindi (hi), Bengali (bn), Russian (ru), French
(fr), Spanish (es), Finnish (fi), Indonesian (id), Swahili (sw), Telugu (te), Arabic (ar), Thai
(b), Chinese (zh), Japanese (ja).

5ht’cps ://huggingface.co/miracl/miracl

Shttps://huggingface.co/miracl/miracl-corpus
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Table 2: nDCG@10 on the development set of Persian (fa), Hindi (hi), Bengali (bn)
from MIRACL. Column: source languages L; Rows: target languages L;. Under each
target language, the first two rows are trained on official MIRACL training data (w/
IMT) and data with non-self script tokens removed (w/o IMT). The third row (%) is
the relative effectiveness of w/o IMT compared to w/ IMT, highlighted in blue, where
higher saturation indicates higher performance.” Significantly different results are marked
with T (p < 0.01 with paired t-tests).

w/ IMT? fa hi bn ru fr es fi id sw te ar th zh ja
v 0.474 0318 0.349 0.390 0.283 0.380 0.383 0.337 0.303 0371 0.433 0410 0312 0.393
fa X - 0318 03227 0372 0287 0376 0383 0334 0307 0369 — 03737 0310 0375
% - 100.1% 92.5% 95.3% 101.7% 98.8% 99.9% 99.1% 101.3% 99.4% - 91.0% 99.3% 95.5%
v 0.343 0.385 0.343 0.335 0.218 0.297 0.308 0.299 0.273 0.327 0.363 0.310 0.244 0.339
hi X 0.331 - 0.340 0.315 0.221 0.293 0309 0.307 0.253 0.308 0.342 0.296 0.252 0.313
% 96.5% - 99.3% 94.1% 101.6% 98.8% 100.6% 102.7% 92.8% 94.4% 94.3% 95.4% 103.3% 92.1%
bn v 0.441 0359 0.597 0.502 0.263 0.369 0.453 0.432 0362 0497 0498 0.523 0.337 0.482
X 0396 0380 — 04587 0274 0365 0466 0430 0364 0.521 0495 0493 0.328 0.488
%  89.8% 1058% - 91.2% 104.0% 99.0% 102.8% 99.6% 100.5% 104.8% 99.3% 94.2% 97.4% 101.3%

three scores: (1) w/ IMT: using the official training and evaluation data, which contains
IMT text; (2) w/o IMT: tokens in a non-self script are removed from training and
evaluation data as mentioned in Section 2; (3) Percentage, the relative percentage of w/o
IMT scores compared to w/ IMT. Entries under Percentage are highlighted in blue, where
higher saturation indicates higher effectiveness and the white background indicating
relative effectiveness at 90%.

Cross-lingual Transfer Capacity is Mostly Preserved without Incidental Multilingual
Text. As most visibly shown by the percentage row, all source—target language pairs
achieve over 90% relative effectiveness after shared tokens are removed, where most of
them have minimal effectiveness loss (< 2%) or even outperform the “w/ IMT” baseline.
Among the 41 pairs, only 3 pairs show a significant drop in transfer effectiveness after
token removal. This indicates that the cross-lingual transfer capacity of dense retrievers
can be effectively achieved via the semantic understanding of the input sentences alone,
with no overlapping tokens between the training and evaluation data.

Correlation with Affected Queries and Positive Passages. While the overall impact
on cross-lingual transfer is less than 10%, the decrease in effectiveness still varies
across different language pairs. We find this could be partially explained by the number
of affected queries and positive passages in training data,® where affected queries or
passages are the ones containing incidental multilingual text to be removed. Fig. 5 shows
how the relative effectiveness (y-axis) varies with the percentage of affected queries
(x-axis; Fig. 5 left) and positive passages (x-axis; Fig. 5 right). Both show a strong
negative correlation with » < —0.5, indicating that a higher percentage of affected

*w/o IMT” score is not computed for pair fa—ar since they are in the same script.

8We also examine (1) the affected queries and positive passages in the evaluation data, and (2)
the total number of removed tokens (Table 1), yet no conclusive observation has been shown
regarding these two traits.
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Fig. 5: Averaged relative effectiveness on fa, hi, and bn regarding the percentage of
affected queries (left) or affected positive passages (right) in the training set, where
“affected” means some tokens in the queries or passages are in non-self-language and
thus have been removed. r: Pearson Correlation Coefficient.

queries or positive passages correlate with a larger decrease in cross-lingual transfer
results. This suggests that while cross-lingual transfer is possible without any overlapping
tokens between the training and evaluation data, manually injecting more overlapping
vocabulary can possibly enhance the cross-lingual transfer.

5 Related Work

Many papers have studied the impact of shared tokens with inconsistent results. It has
been reported that more shared tokens lead to better cross-lingual transfer results on the
NER task [14] and other NLP tasks, including POS and dependency parsing [19]. On
the other hand, it has also been found that shared tokens do not play a significant role in
cross-lingual transfer in entailment and NER [8] and that multilingual language models
could be pretrained without shared vocabulary [1]. All of the above works are conducted
on multilingual pLM pretraining or NLP tasks. On retrieval, previous works [13] have
found that code-switching data could assist in cross-lingual retrieval, yet it remains
unclear how shared tokens might influence language transfer in monolingual retrieval.

The closest work is Do et al. [6], which proposes to enhance cross-lingual transfer in
monolingual retrieval by leveraging manual code-mixing, while we focus on examining
the impact of naturally occurring multilingual text in retrieval corpora.

6 Conclusion

In this work, we examined the impact of incidental multilingual text on the cross-lingual
transfer effectiveness in monolingual passage retrieval when using dense models (mDPR).
Extensive results on 41 languages pairs show that, while the incidental multilingual text
results in a large number of shared tokens between the training and evaluation corpus,
they don’t significantly contribute to the cross-lingual transfer effect and that the transfer
is possible without any overlapping tokens in the training and evaluation data. However,
the observed effectiveness drop is strongly correlated with the number of affected queries
and positive documents in the training data. This hints that while transfer is possible
through pure semantic understanding, manually injecting more overlapping vocabulary
could possibly enhance the cross-lingual transfer. We hope this work can shed light on
how cross-lingual transfer occurs naturally and how it can be further improved.
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