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All these systems and hype, 
but where is the evaluation?



Introduction

We believe there are two tasks at the core of any RAG system:

Retrieval Task: Given a query, retrieve a ranked list of passages.

Retrieval-Augmented Generation Task:  Generate answers that include 
attributions to the specific supporting passages in the ranked list that support 
(ground) the generation.

Participants submit well-attributed RAG answers along with their supporting 
passage list!



Evaluation Workflow (Proposed)

1. Gather answers from participants
2. Pool cited reference passages
3. Evaluate relevance of pooled passages
4. Evaluate support of cited references – Attribution Check
5. Nuggetize the pool of relevant passages
6. Assign nuggets to participant answers

Yes, all these seem similar to tracks from prior years, but that’s a win, 
more learnings to guide our decisions!



Retrieval Task

Collection: Given the three years of relevance judgments and data, that 
comprise the MS MARCO v2 Passage Ranking collection (and methods 
spanning the years before that too with the v1 collection), we believe it is 
apt choice for the Y1 of our track!

Queries: We aim to curate some 50 difficult topics capturing long-form, 
definition, list, ambiguous information needs. These would likely come 
from a larger set of ~200 topics that have been filtered if easy for an LLM 
in isolation or fully captured in a single passage.



Sample Information Need/Answer

Tell me about the Cassini space probe.

Launched in 1997, the Cassini-Huygens mission, a collaboration between NASA, 
ESA, and ASI, was the first to enter Saturn's orbit and the fourth to study the 
planet [1][10]. This ambitious mission included the Cassini orbiter and the 
Huygens probe, which landed on Titan, Saturn's largest moon, in 2005 [2][3][6]. 
Cassini's arrival at Saturn in 2004 marked the beginning of an extensive 
exploration, revealing new complexities in Saturn's moons and rings [5][7]. After a 
groundbreaking two-decade journey, the mission concluded in 2017 [8].

[1] reference to an MS MARCO v2 passage
[2] reference to an MS MARCO v2 passage
[3] …



Evaluation Workflow – Retrieval

⋮

Step 2: Pool all the cited passages.

Step 3: Evaluate passages for relevance

Step 4: Go back to answer: does the cited passage actually support the sentence?

⋮

NIST Assessors can do their magic! Step 3 likely similar to TREC DL ‘23.



Step 5: Nuggetize

In prior TREC QA tracks, these were done entirely by a 
NIST assessor. 

Here, we envision an interactive human-in-the-loop setup.

LLM peruses all the pooled passages to provide atomic
nuggets ordered by importance and the NIST annotator 
can modify/remove/add to the ordering.

We hope this can transition into a self-iterative LLM-as-a-
nuggetizer system for evaluation.



What is the Cassini space probe? What is a golden parachute? Who is Aaron Copland?

Collaboration between NASA, ESA, and ISA Contract between company and top management American classical composer

Sent to study Saturn and its moons Provides significant benefits if employment terminated Born November 14, 1900

First probe to enter Saturn’s orbit Triggered by corporate restructuring activity Died December 2, 1990

4th space probe to study Saturn Includes cash bonuses, stock options, severance pay Composition teacher

Comprised NASA's Cassini probe, ESA's Huygens lander Can deter hostile bidders Writer

Huygens designed to land on Titan Provides security for management Conductor

Launched in 1997 Often included in executive contracts Incorporated jazz and folk

Took first close photos of Saturn’s rings Can be worth millions of dollars Brooklyn native

… … …

Named after astronomers Cassini, Huygens Used in mergers and acquisitions Known for "Appalachian Spring"

After some GPT4 prompt engineering…





Step 6: Nugget Assignment

● Cassini-Huygens launched in 1997.
● Joint mission by NASA, ESA, and ASI.
● First probe to enter Saturn's orbit.
● Huygens probe landed on Titan in 2005.
● Mission ended in 2017.

Go back through every answer – does the answer contain the given nuggets?

An LLM can probably achieve a more-refined POURPRE (Lin and Demner-Fushman, 
2005) where they match nuggets by summing the unigram co-occurrences between 
terms from each nugget and terms from the system response. 





Additional Evaluation (NIST Assessors/LLM-Powered)

1. Fluency/Articulation – Assess the clarity and coherence of the response
2. Hallucinations – Does this answer include hallucinations?
3. RAG as a Passage? – How would the RAG answer stand compared to 

corpora passages in terms of relevance?
4. Pairwise Evaluation – Which of these RAG answers are better on criteria X?

Y2 – How do we deal with stale facts? What about conflicting evidence 
beyond that? Sources with Misinformation?

All conditioned on $$$s



That’s all from me! 
Questions/Feedback?
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Overview

Two Tasks: 1) Retrieval Task: Rank passages for given queries. 
2) Retrieval-Augmented Generation (RAG) Task: Generate answers with supporting 
passage attributions. 

Aim: Enhance retrieval and generation effectiveness, focus on varied information 
needs in an evolving world.

Data Source: MS MARCO v2 Passage Ranking. Focus: Curate ~50 topics that capture 
long-form, definition, list, and ambiguous information needs.

Evaluation Process: Submit RAG answers and passage lists, assess relevance, 
supportiveness and RAG eval following LLM-in-the-loop nuggetization and 
assignment. Additional evals considering fluency, hallucinations, and pairwise 
comparisons. 


