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Opacity, Transparency, and the Ethics
of Affective Computing

Manohar Kumar ', Aisha Aijaz”, Omkar Chattar

Abstract—Human opacity is the intrinsic quality of unknowabil-
ity of human beings with respect to machines. The descriptive rela-
tionship between humans and machines, which captures how much
information one can gather about the other, can be explicated using
an opacity-transparency relationship. This relationship allows us
to describe and normatively evaluate a spectrum of opacity where
humans and machines may be either opaque or transparent. In this
paper, we argue that the advent of Affective Computing (AC) has
begun to shift the ideal position of humans on this spectrum towards
greater transparency, while much of this technology is shifting
towards opacity. We explore the implications of this shift with
regard to the affective information of humans and how the threat to
human opacity by AC systems has various adverse repercussions,
such as infringement of one’s autonomy, deception, manipulation,
and increased anxiety. There are also distributive consequences
that expose vulnerable groups to unjustified burdens and reduce
them to mere profiles. We further provide an assessment of current
AC technology, which follows the descriptive relationship between
humans and machines from the lens of opacity and transparency.
Finally, we foresee and address three possible objections to our
claims. These are the beneficence of AC systems, their relation to
privacy, and their restrictive capacity to capture human affects.
Through these arguments, the paper aims to bring attention to
the ontological relationship between humans and machines from
the perspective of opacity and transparency while emphasizing on
the gravity of the ethical concerns raised by their threat to human
opacity.

Index Terms—Affective computing, opacity, transparency,
ethics, autonomy, distributive justice, manipulation.

I. INTRODUCTION

ECENT advances in affective computing (AC) have
changed the way we operate and interact with our sur-
roundings. The very intrinsic features of our being, such as
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our emotions, moods, tone of voice, facial expressions, and
way of walking, aspects we have little control over, can now
be captured through AC devices. There are various beneficial
applications of such systems. Wearable devices that can measure
heart rate can predict if and when someone is at risk of a stroke
or heart attack [1]. Individuals diagnosed with autism may also
use AC systems to better express their emotions [2]. It allows
‘the user to feel as if his or her strong affective state has been
effectively communicated’ [3]. Early intervention systems based
on affective technology aid people with developmental disorders
to live a more fulfilled life [4]. Artificial companions and support
agents are also used to care for the elderly [3], making the lives of
individuals and their families easier [5]. AC systems like MACH
(My Automated Conversation Coach), an interview preparation
tool, is used to help candidates prepare beforehand so they may
be more confident in scoring their dream job [6]. Thus, AC has
a significant impact on human lives and aids people in making
decisions, taking action, and interacting intelligently with both
machines and their peers [7].

Notwithstanding its positive impacts, the deployment of AC
systems raises serious ethical [8] and meta-ethical concerns [9]
like privacy [10], deception and emotional dependence [3], [11],
calling for design contractualism [12], [13]. These ethical prob-
lems have been majorly understood from the design and deploy-
ment perspective. However, an ethical assessment of AC systems
requires understanding the consequences that arise from the very
constitution and structure of AC, which alters the relationship
between humans and machines. In this paper, we argue that this
relationship should be understood within a spectrum of opacity
and transparency. Normative discussion frames transparency as
a demand from machines while leaving opacity for humans. AC,
however, relies on shifting this fundamental relationship, where
human opacity is directly impacted. This paper investigates
the ethical implications of AC on human opacity and offers a
possible way to balance competing considerations of opacity
and transparency.

This paper is structured as follows. First, we outline an
opacity-transparency relationship that structures the relationship
between humans and machines. We argue that this relation-
ship is both normative and descriptive that frames the ideal
relationship between humans and machines. We then inves-
tigate the implications of this view by examining the ethical
implications of AC by examining it on the opacity-transparency
spectrum. Finally, we examine some objections to our
view.
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II. THE OPACITY TRANSPARENCY RELATIONSHIP

The opacity-transparency relationship is a descriptive rela-
tionship between a human and a machine that captures the extent
to which either entity can know about the other and the extent to
which one’s internal information is opaque to the other. Knowing
in the case of machines would be knowing how they function,
and in the case of humans would be knowing their intrinsic
information such as their emotions, biases, preferences, etc. We
begin by clarifying the terms opacity and transparency in order
to describe the nature of their relationship.

A. Opacity

The Oxford Dictionary defines opacity as a quality of an
object or a person that demonstrates ‘the fact of being difficult
to see through’. In other words, opacity is the intrinsic quality
of unknowability of an object that makes it difficult to gather
information. One of the primary characteristics of opacity is the
resistance to legibility. In their anthropological work on opacity,
N. Buitron and Steinmuller argue that legibility refers to mak-
ing something decipherable and interpretable [14]. It enables
distinctiveness for the observer to categorize the observed entity
or surrounding, thus forming a relationship between them [14].
A human being is opaque when features intrinsic to them are not
available for scrutiny.

On the other hand, machines are considered opaque when
they render their functioning unknowable to human. For Introna,
an opaque technology has uses that are obscure and passive
functionality that allows limited operation by the user [15]. It is
difficult to trace the operation from the instruction to the decision
process in such systems.

B. Transparency

Transparency, on the other hand, entails knowability and
scrutiny in terms of humans. A transparent technology has
its operation on the surface, is in use with fair guidelines,
has application stability, and is transparent in its outcome and
use [15]. Transparent technology is both phenomenologically
and procedurally transparent. Wheeler, following Heidegger,
argues that technology is phenomenologically transparent when
it enables skillful manipulation in‘a hitch-free manner’ with-
out any conscious acknowledgment of the item in use [16].
Procedural transparency, or what Wheeler calls an “open to
understanding” conception of transparency, allows a class of
users to understand how the machine operates [17]. For our
purposes, the kind of transparency that we are interested in is
the procedural kind.

C. Opacity Spectrum

The opacity-transparency relationship is not dichotomous as
an either/or relation [15] but rather exists on a spectrum with
varied degrees of transparency and opacity of the machine and
the human. We call this the opacity spectrum. It is inspired
by Bert Koops et al. privacy spectrum and Introna’s idea of a
transparency continuum [18] [15]. For each set of technology,
we can visualize the transparency-opacity relationship on a
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Fig. 1. A visualization of the opacity spectrum. An ideal normative relation-
ship between humans and machines would imagine retaining human opacity
(Green for the human) and complete transparency of the machine (Green for the
machine). While the red represents a scenario where the machine is completely
opaque and the human is completely transparent. The spectrum represents the
move from a greater to reduced opacity for human beings, and greater to reduced
transparency for machines. Actual world use cases will lie at different points of
the spectrum.

spectrum that captures continuity, shifts, and various tensions
on transparency and opacity between humans and machines.

Technology such as table clocks, x-ray machines, and calcu-
lators are procedurally transparent in the sense that we know
how they operate and the extent of their function. However,
smartwatches and phones are not procedurally transparent about
their functioning and are thus opaque. To some degree, both
developers and users of such technology do not know every
aspect of their operation. Developers cannot pinpoint how or
why such black box systems make a decision, and users do
not know the extent of their function, especially when they are
connected to a network and have the ability to discreetly transfer
information. This functioning of contemporary systems can be
best captured on a continuum. On one end of the spectrum, we
place artifacts whose functioning is transparent to us and we
know what consequences their operation has for human beings.
On the other end are artifacts that give us little to no information
about their functioning. Fig. 1 represents the relationship on a
spectrum.

Although Invasive technologies shift the position of humans
on the opacity spectrum towards transparency, not all sit close
to being completely opaque themselves. For example, a simple
microphone that captures voice is procedurally transparent to
us. However, given that the current trend for most technology
is a shift towards autonomously learning models, most contem-
porary systems function on such in-the-dark algorithms. We are
thus inclined to consider these, particularly as we experience
greater intrusiveness with increasing human transparency and
opaque systems. This is in contrast to traditional technical tools
that are highly transparent while human beings are opaque.

Thus, the opacity spectrum enables us to capture the loss or
enhancement of transparency from innovation and emphasizes
the fuzzy nature of opacity loss. The degree of transparency
varies depending upon whether the data gathering is localized
to generate use value or is stored in servers and combined with
other data to create a profile, leading to even greater exposure
of human beings.
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D. Opacity-Transparency as a Regulative Ideal

The transparency-opacity relation in phenomenological and
post-phenomenological approaches is an ontological rela-
tion [19]. As technology advances, we note that the ontological
relationship shifts towards reduced transparency, manipulabil-
ity [20]', and understanding of machines which undermines the
capacity to control them. This is because an opaque machine
forces humans into transparency by gathering their personal
information, putting them into profiles, and making predictions
without their explicit knowledge or understanding. The shift in
the ontological relation then enables a greater degree of control
about the knowable object/subject. This reduces the subject’s
control and compromises the autonomy that comes with their
opacity.

Glissant offers an ontological and political account of opacity,
especially in a language that rests on the fundamental reduction
of humans into existing and legible categories of knowing [21].
Opacity is a condition that is integral to the human being that
resists, according to Birchall, the demand to be “knowable, un-
derstood, measured, categorized, and rendered transparent” by
the dominant political order [22]. Opacity thus is ’an ontological
condition of minoritarian subjectivity and r(el)ationality” [23]
and is thus ”both a condition of and a relation of freedom” [21]
that resists assimilation and objectification.

This analysis has specific relevance for invasive technologies
that reduce opacity. As Brey argues in his analysis of facial
recognition, they turn the face, intrinsic to a human and with
immense personal value, into an instrument, information, and
ultimately data [24]. This functional reduction creates data about
a person’s body outside of their control. This reduces autonomy
over one’s own body and is particularly relevant to vulnerable
groups or minorities who have no way of understanding the
mechanisms of decision-making. This change follows the inte-
gration of technical dependency in everyday life, where humans
are subjected to an empirical investigation resulting in their
objectification, manipulation, and infringement of autonomy.
The shifting opacity-transparency relationship then does not
merely remain a technological phenomenon but rather a psycho-
phenomenological one as well.

Enactments of opacity in digital environments argues Bir-
chall, enable subjects who are “doubly afflicted by a lack of
opacity—ontological and digital” to “interrupt the violence of
transparency inherent in power” and enable us “to begin to
rethink the role of sharing in a data ecology that demands visible,
surveillable, quantifiable, and entrepreneurial subjects” [23].
Opacity enables individuals to maintain intentional control over
information through secrecy [25] or with deliberate obscurity
that affords them a sense of protection [26], [27]. Opacity
supports plurality by eliminating the need for collective choice
or an official public stance [28] and is thus fundamental to
the formation of identity [25]. It allows individuals to regulate,

!Turkle argues that early users of computers demanded transparency from the
machine where they could look in the machine and understand how it functioned,
a reason why early Macintosh computers were criticized for their opacity. The
Apple system had introduced a conversational interface with no hint of its inner
workings, thus merely displaying an ‘artful navigation of opacity’ [20].

control, and make decisions about their emotions, who to share
their information with, and consequently, build relationships of
trust. Forced transparency increases dishonesty and deception,
reduces trust, makes people evasive, and encourages half-truths,
hypocrisies, and forms of ‘self-censorship’ [29].

The centrality of opacity to human autonomy does not un-
dermine the role of transparency in fulfilling significant human
needs. As Zach Blas argues, transparency is important for the
vulnerable when it enables them to fulfill some need like the
desire to be recognized [30]. Similarly, diagnostic technological
tools like X-rays fulfill the human interest in better healthcare
by enabling individuals to know whether they are at risk of a
life-threatening disease. Another example is that of surveillance
technologies that aim to capture crime and reduce the threat
to human safety. Human beings have fundamental interests in
their safety, and to that extent, these technologies are justified.
But these technologies may also impinge on privacy and threaten
civil liberties. They raise distributive concerns of justice regard-
ing how the benefits and burdens of such security policies are
distributed [31], [32] especially post 9/11, where invasive tech-
nologies have been deployed to tackle threats to security. Thus,
concerns for opacity and transparency follow a greater demand
for transparency of invasive technologies [33]. This requires
explainability, justification, transparency, and accountability of
decision-making [34] and requires that institutions that make
decisions on behalf of the individual be able to explain, defend,
and justify those decisions.

The opacity-transparency relationship is thus a normative tool
for what Brey, in his work on disclosive ethics, calls ‘moral
deciphering of computer technology’ [35]. He explains that
disclosive ethics relates to the disclosure of moral features and
evaluation of normativity with regard to computer technology.
The two-stage process includes the analysis of the technology
from a moral perspective and the development of moral theory,
which is later refined. This method is sensitive to the changing
circumstances where new technologies require an assessment
of older values and the development of new ones. Conceptualiz-
ing opacity-transparency relationships on a spectrum enables
us to then assess new developments in technology from the
perspectives of opacity and transparency, values that protect
human autonomy and are key to concerns of justice. If a new
technology threatens fundamental human opacity, autonomy, or
other human interests, it may suggest reasonable grounds to
reject or modify it unless it comes with a substantive benefit
for human beings in terms of protecting substantive values.
In other words, this relationship can also frame the normative
opacity-transparency relationship by encouraging an adequate
balance.

III. ETHICS OF AFFECTIVE SYSTEMS

Affective computing, in the words of Rosalind Picard, is about
“building machines that have several affective abilities, espe-
cially: recognizing, expressing, modeling, communicating, and
responding to emotion” [7]. The promise of affective computing
lies in the capacity of computers “’to recognize its user’s affective
expressions and to respond intelligently, especially if the user
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indicates frustration, fear, or dislike of something the computer
can change” [36]. Understanding what frustrates users enables
designers to make improvements in the computer tools [36].
This is especially important because most people are unaware
of how computers "work and find computers and software in-
creasingly hard to understand”. Users are thus “caught in a spiral
of increasing complexity” that leads people to change what they
expect from the system. These systems, she argues, are far from
human-centered, where they are not even aware that they have
upset ‘their most valuable customer’. Affective computing, on
the other hand, aims to make computer systems more acceptable
and naturalistic by being sensitive and responsive to a human’s
affective state [37]. It assumes that humans demonstrate patterns
that have physical giveaways such as fluctuating heart rate, pupil
dilation, and muscle tension [38] and convert these effects into
observable data.

Affective systems, it is argued, will enable a better quality
of life [3], [7], aid human beings in making rational deci-
sions [39], problem-solving and creativity [40], enable skill-
ful listening [41], reduce user frustration [42], and improve
emotional and experiential skills [7]. Additionally, the benefits
of AC in healthcare, such as preventing seizures and aiding
children with autism spectrum disorder, are also significant. AC
can thus enable cognitive and affective enhancement similar to
technology such as a diary and a calculator [43]. The way a diary
is an essential tool for someone with Alzheimer’s [44], AC is an
affective enhancement that enables human function, especially
for those with a disability. In this regard, AC enhances autonomy
and opens up space to exercise their capacity as well-endowed
beings. However, the potential for affect recognition also opens
up ethical questions primarily due to its epistemic foundations
and its deployment in decision settings. It is to these aspects that
we turn next.

A. Epistemic Concerns With AC

An AC system discerns and classifies emotions into certain
categories. In AC systems, Boehner et al. argue, “affect is often
taken to be another kind of information—discrete units or states
internal to an individual that can be transmitted in a loss-free
manner from people to computational systems and back.”[45]
This process is a form of reduction of emotion into data based
on a classificatory process and violates the person’s opacity
as it captures internal information about them. However, this
process rests on assumptions about the nature of emotions, the
criteria used to classify them, and the allocation of these into
categories. This raises crucial epistemic questions regarding
the interpretability of emotions, their adequate classification,
and the possibilities or not of misrecognition, misidentification,
and misinterpretation. They further raise questions about the
credibility of the machines’ claim to know these emotions and
their evaluation against competing claims by humans.

Emotions are amongst the least understood of human ex-
periences [46][47]. They have evaluative, physiological, phe-
nomenological, expressive, behavioral, and mental compo-
nents [48]. It is unclear which of these components is most
essential to emotions. Disagreement continues whether affects

depend on the physicality of the human body or on our context
and social background [49]. An emotion that represents an act of
communication [50] has significant implications on the message
received. Individuals have varied motivations to express their
emotions that may or may not represent their mental state. An
individual demonstrating embarrassment may actually be doing
it on a social cue rather than actually feeling it [51]. Perceiving
emotions in a natural environment is much more difficult than
in a specifically designed one [52]. It is more than just applying
categories to complex emotions and requires awareness of the
state of the person, the space they are in, and other cultural
factors [53]. Some research does focus on the integral role of
facial expressions in the demonstration of emotions. However,
there is a counterargument that requires multi-modal approaches
registering other affective states to study complex human emo-
tions [54]. This may include the tensing of muscles, bodily
movement and gestures, perspiration, and even physiological
affects such as heart rate and pupil dilation. Thus emotional
perception would need recognition of context, cues, and individ-
ual background apart from direct emotional and physiological
effects. This makes one think of the many opaque layers an
AC system would have to invade in order to make an accurate
decision about the emotional state of a person.

Deciding on classes to categorize the emotions that stem from
these many factors is thus a challenging task [52]. This was
also discussed by Cowie, who recognized the importance of
understanding culture and nature apart from other cues such as
appraisal, impulses, actions, reactions, involuntary signs, and
the source of the emotion [55]. Context also plays an important
role in emotion detection [56]. Context does not merely include
the circumstance or the interaction that induces the affect but
also the socio-cultural and political context. For example, a
wave of the hand may mean either ‘hello’ or ‘no’, depending
on cultural context. Similarly, a frown may be interpreted as
“anger, anxiety, disgust, and contempt, when a person is simply
deep in thought” [56], [57]. Therefore, the assumptions of the
universality of emotions are shaky [58].

At the core of AC lies the problem of accurate definition
and classification [59]. Affect capture is normative judgment
based on a theory that affects are natural and universal that
”posit universally applicable emotion taxonomies and a fixed
relationship between people’s inner states and their behavioral
displays”’[60]. This, Luke Stark and Jesse Hoey argue, “can
emerge from conceptual assumptions, themselves grounded in
a particular interpretation of empirical data or the choice of
what data is serving as proxy for emotive expression.” [61].
Affects here are understood as information, a ‘dual of cognition’
which ‘operates in concert with and in the context of traditional
cognitive behavior’. Due to this conception, emotion percep-
tion suffers the “difficulty in accounting for and adequately
incorporating an understanding of everyday action as situated
in social and cultural contexts that give them meaning” [45].
An element of partiality is thus introduced, reducing the extent
of emotion capture and affecting its judgment and actions. As
Lisa Feldmann Barrett argues that even if one were to assume
that affects are natural categories, there is no way of finding out
because it is produced in response to a contingent circumstance
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and is thus not reducible to a pre-existing category [62]. Even
earlier understandings of emotion, such as those premised on
a face-coding model presented by Paul Ekman [63], now stand
disputed [59]. Emotions cannot be treated as mere static entities.
Rather, they should be considered as dynamic, ever-changing
aspects of the human experience [64], [65]. This challenges
the way emotion datasets are organized [66]. The reduction of
emotional states to relatively basic categories may have some
beneficial consequences for limited tasks. However, it fails when
the challenges are more complex.

In order to understand emotions and make meanings from
them, machines require disambiguation of the speakers’ utter-
ances and appeal to relevance, intent, and context [67]. Allowing
a machine to judge our emotions gives them space for interpre-
tation and action. The way the dataset is interpreted will have
significant implications for its decisions and those affected by
them. If an AC system is unable to read the problem correctly,
it will offer the wrong solution. Its epistemic state will be
compromised in the process, compromising the standing of the
person vis-a-vis the system. Thus, AC systems potentially hold
possibilities of misrecognition and wrong characterization [68],
which will have crucial implications the more these systems
are integrated into society and in crucial decisional spaces. In a
situation where the outcome of a decision made by an AC system
is to be judged, the lack of its transparency would lead to a lack
of accountability as well.

There have been claims regarding advanced computer sys-
tems’ ability to know the individual better than themselves [69],
[70], and their ability to capture affect, sexuality, and person-
ality [71]. This already alters the frame through which claims
on emotions are assessed. However, in circumstances where the
individual is unable to adequately describe or make sense of
their own emotional experiences, perhaps lacking the lexical
repertoire or language required to express themselves [72],
AC may enable a form of interpretability that allows them to
overcome a feeling of frustration. It is already proving useful for
autistic individuals where behavioral interventions are required
to aid communication difficulties [2]. But when our affects are
understood, mediated, interpreted, and predicted by a machine,
it changes the way we make sense of them. Human beings
may begin to understand their emotions more through the me-
diation process. Cognitive enhancing devices like turn-by-turn
GPS navigation apps make us surrender the critical skill of
spatial navigation to machines [73]. Mediation as a form of
enhancement does not pose moral questions per se, as humans
seek enhancement that enables their functioning. However, it
becomes problematic when it becomes the hermeneutic universe
through which human emotions are judged and categorized.
These systems may exert a normative influence by guiding emo-
tions to suit the particularities of the context and conformity with
a norm, a profile, thus presenting sites of conflict [53] that may
require users to adapt their natural, intrinsic emotions according
to the needs of an artificial machine [74]. For example, in cases
where interviewees are aware of an AC tracking their emotions,
they tend to game the system based on its expectations [75] and
start behaving in unnatural ways, like machines themselves [76].

In interviewing systems, candidates have demonstrated a
“tendency to glorify the technology,” and this “made them
trust it would make better decisions than human ones. This
resulted in them feeling ’judged’ by a sort of superior entity.,”
[76] and were thus ready to please the technology [77], This
demonstrates that candidates assign greater credibility to the
system, a consequence also of the credibility that the hiring
platforms ascribed to the algorithm. The three hiring platforms
analyzed by Zahira Jaser et al.‘elevated the selective, unbiased
power of their technology’ and ‘overplayed the validity and
reliability of the results so much so that candidates believed
that their non-selection is more a result of their own lacking
than that of the biases of the technology [77]. Albeit Franziska
Hirt et al. did not find any connection between the estimate of
emotions by ACs and a subjective assessment of the emotions
based on a self-report [78]. However, it is not implausible to
imagine that once AC becomes ubiquitous, and is introduced
in the marketplace, the way we assign credibility to it may
change [60] as is evidenced in the widespread deployment of
facial recognition technology despite doubts regarding their
efficacy.

This claim will be clear with another example. Affective
systems are increasingly being deployed for workplace surveil-
lance [79]. Emotion surveillance is considered important in
settings where workers are required to demonstrate pro-social
attitudes, which is cited as a reason for failure to achieve tar-
gets. [80] Despite the claims made by workers that the failure
owed to systemic reasons of inadequate data, slow systems,
or inaccurate data, they were forced to go through a ‘perfor-
mance counseling scheme’. This created a kind of exposure that
made the employees emotionally vulnerable and anxious. The
assessment by technology reduces a social interaction into an
adjudication of emotions as being either negative or positive.
Workplace surveillance (or what Kirstie Ball calls Exposure)
creates datafied subjects and a credibility structure where the
worker is rendered suspect and thus responsible for failure.
It extends greater credibility to the machine than the person
themselves. This pushes the burden of justification on humans. In
this regard, they experience a double disadvantage that of greater
exposure and control and a reduced value to their testimony.
Assigning greater testimonial credibility to machines raises
questions about the epistemic validity of the human assessment,
thus doubting their claims as primary knowers. This represents
an instance of testimonial injustice that is a genus of epistemic
injustice [81] where the human claim as a knower is accorded
less primacy than the claim of the machine. This is especially
important because such forms of exposure are both opaque and
have an institutional element to it. Exposure of this kind changes
the opacity-transparency relationship towards lesser opacity of
the human and greater opacity of the institutions (if not the
machines) that deploy them. In this regard, this deployment
requires that greater discretion and increased transparency are
demonstrated, and these systems should only be deployed if
only essential because it reduces the autonomy of the individual,
subjecting them to manipulation and control. This we discuss in
the next section.
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B. Affective Computing and Concerns of Autonomy

Emotions play a complex function for humans. Individuals
are always in the process of representing themselves and act
differently in response to their environment, the context, and
how they interpret their role in the situation [82]. They make
conscious decisions to reveal certain aspects of their lives as
part of this representation and retain others [83]. Affects are
anthropomorphic happenings that aid us in this representation
and enable us to retain the capacity to be opaque in terms of
our intentions, motivations, and emotions. Being unpredictable
is linked to human agency and allows individuals to appear as
they want to [84]. Humans are also unable to predict what kind
of self their actions reveal and how it will be interpreted and
further communicated by those in their vicinity [85].

Unwarranted profiling of affects leads people to act in ways
they are neither predisposed to nor are in their interest [86] and
alters our interaction around machines [53], thus undermining
their right to express their emotions and have an emotional
culture fostered on them [87]. Therefore, ACs unable to capture
and appreciate differences, integrate idiosyncrasies, and recog-
nize contextual responses of individuals, effectively undermine
the communicative potential of an individual’s emotions, disci-
plines human gestures, and undermine the demand that human
emotions be understood on their own terms. This compromises
the hermeneutic universe in which humans make sense of their
emotions and forces us into an affective surrender we perhaps
still do not comprehend. Candidates exposed to affective systems
in interview settings have claimed to feel diminished in their
humanity and depersonalized feeling that they were behaving
like robots [77].

Emotion profiling also undermines the possibility of self-
definition; an individual may not be able to experience the
tension between nascent feelings (such as those leading to anger)
and one’s meta-preferences or aspirations (for instance, the kind
of parent one strives to be). Instead, the individual is presented
with an instantly ‘optimized’ environment that either removes
or masks the cause of one’s upcoming anger. This optimization
may enable efficient decision-making and smoother interactions
but may also leave us with a poorer version of ourselves, one
that is deprived of the chance to learn from and grow through
the experience of such tensions. This has perilous consequences
by exposing individuals to deception and manipulation that we
turn to next.

1) Deception: AC systems capable of displaying emotions to
form bonds with human beings are quite common [88]. Matthias
Scheutz argues that socially assistive robots demonstrating af-
fects demonstrate care for the human subjects and may generate
positive responses in those cared for [89]. Despite its beneficial
aspects, its implications for autonomy are particularly worri-
some. These robots may give a false impression that the affects
they demonstrate are actually internal states, i.e., the affects
are not merely displayed but are also felt and are thus enough
for people to develop emotional dependencies and relationships
with them. Humans require that ACs get their affects right and
respond to the demands of context appropriately. If they fail to do
so, they can cause them suffering [89]. Although these systems

have been found to aid in learning, they can generate expecta-
tions in their users that they are in no position to fulfill [90].
Children, for instance, can develop bonds, social connections,
and entanglements with robots [91]. These developments are
particularly concerning for teachers who believe this may raise
questions of trust and deception [92]. This constitutes a kind of
deception that may lead to stress and false trust [93]. This decep-
tion may even occur with robots that are not designed to deceive
and where human beings are aware of such possibilities [88].

Secondly, care robots raise a crucial concern regarding the
expectations they generate. Humans do not want robots to get
their affects right for them to feel cared for, but they actually
want to be cared for. Caring requires more than a presence of
affects. It demands “attentiveness, responsibility, competence,
responsiveness, and trust (and solidarity)” [94]. It entails a
commitment that is both emotional, reflective [95], and dialogic
in order to refine the care based on need [96]. Care is not a
pre-reflective ethical commitment but requires connection and
awareness of the context, [97], requires listening and sentimental
communication [98]. It requires assuming responsibility and
the recognition of the need for care [99]. It may be argued
that robots basically simulate the expressions of doctors and
nurses who demonstrate an ethics of care without necessarily
getting affected by them [100]. This reduces those cared for to
an instrumental dependence on receiving a service that entails
getting better but does not provide the emotional bond that is
crucial for care.

2) Manipulation and Reduced Self-Determination: Manipu-
lation is ”’a form of influence that is neither coercion nor rational
persuasion” [101]. It bypasses rational deliberation, is deceptive
in nature [102], induces false beliefs and expectations [103],
and is a form of hidden influence [104] that leaves us with lesser
control, affects our self-respect [105], and reduces human beings
to things [101].

Manipulation of affects is quite common on online plat-
forms [106], [107] that through ‘techno-social engineering’
and profiling influence how we think and act [108], [109].
Transparency of emotions enables machines to influence our
decisions, actions, and judgment [110], [111]. In this regard,
ACs engender the constant possibility of being watched, heard,
and kept track of, thus exposing us to the threat of manipulation.
In June 2014, Facebook published a study stating that it was
able to manipulate emotions in its case subjects by means of
emotional contagion that the subjects were not aware of. The
study had a large sample size of 689,003 [112]. Studies show
that Facebook has been using emotional manipulation to actively
keep users engaged with the platform in a way that only benefits
corporations [113].

Potential advertisers have a keen interest in the affect
data, [114] because they believe that if ‘one can sway emotions,
one has a better chance of influencing cognition’. This is despite
their awareness that this is manipulative. The collection of
affective data creates vulnerabilities when user profiling is used
to generate more revenue [115] by encouraging ‘sad-spending’
[116]. Similarly, it may lead companies to have access to mental
health data that may not be protected under the Health Insurance
Portability and Accountability Act of 1996 (HIPAA) [117]. This

Authorized licensed use limited to: University of Waterloo. Downloaded on October 17,2024 at 11:28:44 UTC from IEEE Xplore. Restrictions apply.



10 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 15, NO. 1, JANUARY-MARCH 2024

may lead to third-party users misusing such data to push for
more aggressive advertisements, planned campaigns, spreading
deceitful information to vulnerable populations, and taking ad-
vantage of their emotional and mental vulnerabilities [118]. Re-
cent revelations by a Facebook whistleblower, Frances Haugen,
made it public that the social media giant refused to take down
hateful content and actively promoted it as it led to an increased
engagement of users [119]. Targeted advertising has also been
used to influence user behavior, especially in political campaigns
and social decisions [120], [121] [122].

AC-related manipulation raises moral concerns at two levels.
At the first level, where the AC device is necessary for the
functioning of the human being, any attempt to alter or ma-
nipulate its functioning will affect them and their environment.
For example, those at high risk of seizures are dependent on
the AC system, and so are children with autism. For these
persons, the AC system is irreplaceable [123]. Any interference
with their functioning not only affects how they make sense of
their environment and orient themselves to the world but also
makes them vulnerable. This is similar to cognitive enhance-
ment in patients with Alzheimer’s where interference with their
cognitive artifacts raises moral concerns [43], [124]. In a way,
emotional manipulation undermines the mental integrity of the
person [111].

The second aspect is that humans with access to these tech-
nologies can exercise power over the ones who do not. Humans
thus stop being ends in themselves and rather become means
to those who have access to these technologies who can then
exercise power over them. These forms of manipulation thus
not only reduce our individual autonomy but also affect our
self-determination as members of a political community. This
has perilous consequences for democracy in the long run.

C. Distributive Effects of Affect Recognition

1) Reduced Trust and Enhanced Anxiety: The use of ACs
has far outstripped its original mandate of smoothening human-
computer interface. They have been deployed for the purposes
of worker surveillance to gauge the dispositional attitudes of
workers and, in more extreme cases, to keep track of how
people behave and respond to certain political or social pro-
paganda [125]. These are not merely altruistic innovations that
enable human capacities and reduce frustrations but rather in-
crease the stress and anxiety of those exposed to them. For
instance, AC, as Lachlan Urquhart et al. argue, is altering the
workplace by ‘enabling technologically mediated professional
relationships.’[126] This may have benefits ‘like protecting
worker well-being’ when used wisely but can also engender
significantrisks ‘such as forms of tracking that benefit employers
at the expense of employee interests’. The deployment of ACs
in the workplace though is rarely about workers’ welfare but
is driven by considerations of efficiency and profits. Affective
workplace surveillance targets the workers’ ‘thoughts, feelings,
and physiology’ [80] the ‘hitherto ‘unmarked’ or ‘un-inscribed’
aspects of the subject”, as it ‘surfaces and becomes enacted
at the body boundary [127]”. Institutions that do surveillance
engage in an economy of interiority that can indirectly affect
autonomy by enhancing the stress and anxiety of the employees

through the process of granular tracking and gamification [128],
[129]. This forced transparency makes the employee vulnerable
to control and manipulation [130][131], control over their time
and bodies of the workers and exposes them to various kinds
of injuries and vulnerabilities [132], and undermines the trust
relations between workers and supervisors [133] [132]. This
lowers the capacity of the employee to maneuver and operate
in their work environment, with the assurance that their actions
and utterances do not work against them.

Workplace surveillance exposes workers to the ire of their
management by failing to account for context and ‘human par-
ticularities such as attitudinal diversity, gender differences or
cultural idiosyncrasies’ [49], but are rather predictive models
that assume statistical continuity based on past evidence of
productivity. In situations where an employee is not feeling well,
having a bad day, or experiencing problems at home, the context
is lost to the system, which simply profiles based on current
perceivable affects. Not only is this wrong, but it diminishes sym-
pathy and interpersonal conversation between the management
and their employees. Thus, affective workplace surveillance
raises distributive concerns where the burdens of surveillance
activities are disproportionately borne by the workers at the cost
of their emotional and physical well-being.

2) Affect Recognition and Distribution of Resources: Affec-
tive computing deployed in distributive settings raises concerns
of distributive justice [134]. Whether affect detection leads to an
equal distribution of benefits and burdens or affects marginalized
groups disproportionately has implications for its justification.
So wherever affect detection plays an important role in making
decisions, individuals can demand that their affects are well
understood in ways that they would present them and not ma-
nipulated, misrepresented or misread.

Consider the deployment of AC systems to track the demon-
strated interest of college applicants captured through their
interaction with various links on the university website and the
amount of time they spend on it. Demonstrated interest is seen as
important to decide between applicants at the borderline [135].
However, it does not account for the mixed motivations of appli-
cants and takes away the possibility of reconsideration, thinking
it over, weighing their options when confused, and deciding what
is best without being denied the opportunity of what may be a
second-best option. Tracking demonstrated interests thus limits
the applicants’ choices and demands fidelity in set-ups where it
is not required; one is not required to demonstrate fidelity to a
college from the very beginning.

Distributive consequences may also arise through profiling
that confers disadvantages or advantages based on the profile.
Profiling is a form of classification that categorizes individuals
into groups based on some similarity of attributes and then
targets them similarly. Emotional profiling may be used to detect
suicidal individuals on social media [136], to reduce threats
of accidents on roads [137], for recognizing signs of depres-
sion [138], documenting suicidal thoughts [139], identifying
stress in individuals through wearable devices [140]. Treating
individuals based on a shared profile is not wrong [141], [142],
[143]. However, the lack of differentiation between individuals
within the same profile may create bias in distributive deci-
sions [144], [145]. Where individual differences hold moral
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weight, justice requires that those differences do not put those
exhibiting them at a disadvantage. This is where profiling,
especially emotional profiling, raises ethical concerns. In the
context of AC, we need to consider (a) whether the profiling
is done accurately and (b) whether the user is aware of such a
classification [146].

Instances of (a) have been raised in the reliance on facial and
affect recognition to make decisions in interview settings [147].
This, companies claim, enables faster hiring by algorithms
trained on reliable data from successful interviews, where hired
candidates went on to become true assets to the employer.
Hirevue, an interview tool used by companies, employs algo-
rithms that learn from a 25000 database of previous successful
interviews, including affects such as voice tone modulation,
talking speed, raised chin, smiling, raised brows, wide or closed
eyes, and tightened lips [147]. This system assumes a uniform
distribution of attributes while only being trained on attributes of
mostly white men. Cues such as confidence and self-assurance
in successful applicants are a product of social construct and are
distributed differently among various genders, races, ethnicities,
and religions [148]. Algorithms trained on attributes of one
group of people perpetuate already existing inequality. Profiling
here is unjust because it goes against fundamental interests,
such as qualifying an interview and undermining an individual’s
potential to communicate and represent themselves, further re-
ducing their sense of self and leading to social cruelty [85].

This leads us to point (b). Profiling operates in a space of
epistemic asymmetry. There is a systemic lack of oversight [149]
from the black-box approach that effectively hides informa-
tion [59] and renders the user unaware of the information being
stored, the extent to which it may be used [144], and why they
are being understood in a certain way. Candidates have actually
demonstrated ignorance when interviewed by AC systems about
the role that the algorithm plays in the interview process. Com-
panies deploying them failed to offer a clear understanding of
the functioning and the limitations of the technology. So when
affective systems are deployed in decision-making settings, and
a candidate faces a rejection, it is unclear who is ultimately
responsible for making the decision. In the absence of a proper
accountability and responsibility framework, there is a gap that
impinges on the autonomy of the individual to be provided with
answers for decisions that affect them negatively. The conse-
quences of affect detection and the absence of accountability
structures on autonomy are particularly worrisome in the case
where emotions displayed by machines open up spaces for
deception and manipulation.

IV. DISCUSSION
A. Opacity-Transparency in AC

So far we have demonstrated the epistemic and ethical con-
siderations of AC. We noticed that AC offers various benefits in
education, healthcare, security, and care roles. But these come
with severe ethical considerations. This behooves the question
of the justification of these systems. As we argued before, the
opacity-transparency relationship is normative and enables us to
distinguish between justified and unjustified use cases.

AC was conceptualized, in the words of Rosalind Picard,
to make human-computer interaction smooth and friction-free
and nudge them towards better experiences [36]. This is es-
pecially when machines have become increasingly complex to
allow easy maneuvering and understanding. Here we notice a
version of the opacity-transparency relationship emerging at
the conceptualization stage of AC. As machines become more
complex and less procedurally transparent, they need access to
user experience to function better for them. Put in terms of the
opacity-transparency relationship: greater opacity of machines
requires greater transparency of the humans in order to serve
humans better. The actual shift in opacity-transparency though
depends on the use case, design, and values embedded in it;
greater human transparency may or may not always follow a
concomitant reduction in the transparency of the machine. For
example, an AC-based wearable that captures our heart rate
is an extension of a medical-grade ECG and is procedurally
transparent. But when integrated with Big Data or machine
learning systems, it shifts towards greater opacity of machines
and lesser opacity of human beings. Similarly, facial detection
for driver drowsiness enables detection for the purposes of safety
but still may constitute a high risk on the level of trustworthi-
ness according to the new European Al Act that classifies Al
applications based on the risk of their intended use [150].

Use cases may affect opacity and transparency at varied levels
and to varied degrees. Their justification may then lie on whether
its deployment is moral and protects fundamental values of
justice, autonomy, and democracy. Transparency, as we have
argued before, may be crucial to attaining certain instrumental
and constitutive goods for human flourishing and welfare. The
deployment of AC in healthcare settings like seizure detec-
tion and in communicating affects for individuals with autism
spectrum disorders does precisely that. These affective systems,
when localized, demonstrate an adequate concern for human
opacity and enable human welfare. In other words, these systems
balance opacity and transparency. To demonstrate the fuzzy
nature of opacity in the opacity-transparency relationship, con-
sider MACH. When it helps a candidate improve their interview
skills by providing constructive feedback and a platform to
retry and learn, it enhances their autonomy at the cost of their
opacity. However, the same MACH software when used by an
employer to gauge the mental state of a candidate before and
during an interview when making a decision about their ap-
pointment violates their opacity and also discriminates on a pro-
tected feature. Similarly, the deployment of AC for workplace
surveillance is unjustified as it reduces workers’ opacity with-
out any concomitant benefit to their welfare. Rather they hold
possibilities of misrecognition that compromise the testimonial
credibility of the workers. The deployment of facial recognition
technology in security for gauging antisocial behavior or for
purposes of policing to predict future crimes too affects opacity
and raises severe concerns of privacy, compromised autonomy
and requires careful balancing against the benefits of security.
There are crucial concerns regarding the effectiveness of these
systems [151] in predicting crime, whereas the implications of
it on minorities and democracies are well captured [138]. The
fact that the deployment of these technologies also goes with
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reduced accountability, they tend to tilt the opacity-transparency
balance towards reduced opacity of humans with greater opacity
of machines. Itis thus important that affect recognition technolo-
gies be judged on their epistemic claims and the distributive
consequences for which we have argued.

AC systems thus require proper calibration to find an adequate
balance between the benefits of human transparency and opacity
because reduced opacity comes at a significant cost to the user in
terms of reduced autonomy, distributive burdens, manipulation,
deception, and reduced credibility and, in some instances, have
grave consequences for democracy. We thus argue that the shift
towards greater transparency of the human ought to follow
greater transparency of the machine and that transparency of the
human should be of a kind that enhances individual autonomy
and upholds democratic values of justice and equality.

B. Three Possible Objections

Before we conclude, we anticipate three possible objections
to our argument. The first is that AC reduces human frustration
and thus is convenient for human beings, and convenience has a
moral weight that justifies the deployment of affective systems.
Second, AC does not involve a loss of opacity, but privacy which
depends on users’ consent and the benefits they attribute to it.
Third, our assessment is not sensitive to the actual powers of
AC systems as they exist, but it tends to overplay them to derive
conclusions that may not realize, at least not yet. Let us go
through them one by one.

1) Convenience and Affective Computing: The promise of
affective systems lies in reducing human frustration and nudging
our responses in the desired direction. At the core of affective
computing, thus lies the value of convenience and benefit. Let us
call this the argument from convenience. It can thus be argued
that convenience and efficiency have moral worth, and thus AC
systems promoting them should thus be promoted. The argument
could be framed in the following form: designers have moral
reasons to make human interactions with machines as convenient
and efficient as possible?.

At the outset, the argument is both obvious and unprob-
lematic. Individuals have both pragmatic and moral reasons to
be less exposed to burdens and be offered options that enable
overall happiness. This includes reduced frustration and better
satisfaction. But beneficence and convenience arguments do not
have an all-considered view; rather they treat human beings as
utility maximizing agents. This is the thrust of the hypothetical
example of a computer piano teacher that Rosalind Picard uses
in one of her papers [152]. The computer piano teacher, like the
best human teachers, through affect recognition, ensures skillful
redirection and constitutes the difference between quitting or
going on, akin to the teaching system that "tries to maximize
pleasure and interest, while minimizing distress”. In this exam-
ple, when the computer nudges individuals towards learning by

2This we notice in Picard’s assertion we cited earlier. Albeit, she is careful
in her assertion regarding the possible uses of this technology and the areas in
which it should not tread and calls for a balanced approach between competing
human interests [7]. But the fact that these assertions are already being made
by individuals in the industry requires that they be clearly examined for their
implications.

reducing frustration, it enables human functioning. But let’s say
if the same system is used to manipulate us into subscribing
to a product or eliciting a ‘behavioral trust’ to ensure that the
user returns to the technology time and again [153] it becomes
a site of manipulation. This is the case with Facebook and
other online platforms that manipulate individuals to optimize
productivity and achieve efficient outcomes in pursuit of profits.
Convenience here then comes at a cost to the user [154], i.e.
to be able to experience the technology seamlessly, the user is
required to hand over more data. This may come at the cost
of diverse human interests [155] such as privacy [156], auton-
omy [157], transparency, accountability, justice, and equality.
Similarly, systems like MACH can be justified as a pedagogical
device that enables better preparation akin to an interview coach.
But its use in actual interview scenarios structures interactions
based on a certain predefined set and is used in a distributive
scheme (like access to jobs) that raises serious concerns about
distributive justice. Arguments of convenience thus have an
‘all-considered view’ and have a moral weight only in a society
that already has the basic conditions of justice, transparency, and
accountability [158].

The preference satisfaction view of AC that companies al-
lude to while claiming to know individual wants better than
the individuals themselves has a paternalistic dimension that
treats affect detection as a commodity and human beings as
utilitarian desire satisfaction machines who only care about
the mental state of satisfaction. But human beings are not
merely utility-maximizing agents who seek a mental state of less
frustration and higher satisfaction. As Robert Nozick argues,
individuals do not merely care about the experience of doing
something but also want to do that thing, believing that some
of them will turn out to be happy [159]. In other words, human
beings enjoy the process (including going through failure and
frustration) of performing tasks rather than merely seeking better
experiences. To go back to the computer piano teacher example.
It aids us till it does not compromise the processes through
which human beings learn. The moment it starts offering only
better outcomes, it undermines our capacity to exercise our
freedom. Exercising autonomy requires that our choices are
self-determined [160] and significant [161], that there are no
undesirable interferences [162], and threats of domination and
manipulation [163]. Human beings must be able to endorse and
influence their own actions and decisions, deliberate over their
options, and consider their background and context before finally
making a choice [104]. In this regard, affective systems reducing
human opacity are not necessarily justified even if it results
in greater convenience for the human being. Considerations
of convenience do tilt the balance towards reduced opacity of
humans but are then undermined by weightier considerations of
autonomy.

2) AC and Privacy: It can be argued that what AC impacts
is a right to privacy, and by highlighting the loss as opacity, we
misrecognize the nature and the extent of the problem. Privacy
defendants may argue that emotion is a kind of information
that the individual can choose or not to withhold based on the
significance that they attach to it. Indeed concerns of privacy are
intrinsic to the design of AC systems as they are invasive [164].
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Behavior patterns of a person, their preferences, and their
emotions about what matters to them or what frustrates them are
all highly personal in nature [56]. It could be argued that issues
of privacy do not account for the actual behavior of individuals
who willingly submit themselves to technology. That technology
should be judged on practices of consent that enable individuals
to actually decide whether they wish to benefit from the service
or not. Thus, AC interactions should rather be regulated through
individual assessments of the costs and benefits and the weights
that individuals attach to opacity and transparency.

This argument, though compelling, rests on the premise of
equal background conditions for the exercise of consent. Prac-
tices of consent are based on asymmetric power relations [165]
that frame the choices of the user. The user and the corporations
offering these services are not equal. The costs of opting out
may indeed be high for individuals when these services become
essential. They may frame our sociality as Facebook does or are
tied to accessing other services, like accessing job opportunities
or refusing work opportunities (in cases of workplace surveil-
lance). A refusal or failure to consent comes at a huge cost to
the individual that they may not be willing to bear. The tradeoff
thus operates under conditions of unequal power that frame
the responses that individuals can offer. These tradeoffs also
operate in an epistemically asymmetric environment whereby
the function of the machine and the extent of our autonomy that
is compromised are not always known to us. Individuals may
willingly submit themselves to these systems thinking that they
are credible. This we noticed in the case of the deployment of AC
for the purpose of interviews that we have already highlighted
in Section ITI-A and III-C2. Candidates are hardly aware of the
functioning and effectiveness of these devices. Yet they ascribe
greater credibility to it because the company tends to do so, and
they feel that they are being judged by a superior entity. This
is an epistemically asymmetrical position where individuals do
not have enough information to engage in meaningful choices
and are in no position to decide on the tradeoff.

A far more crucial point is that reading the loss as a mere loss
of privacy would be missing the point. One may have reasons to
allow access to emotions that may comply with legal stipulations
of privacy despite the asymmetric conditions of power that
underlie it. In this regard, privacy will be protected, and only
affective systems that share affective information without the
consent of the individual would violate the right to privacy. How-
ever, our claim is that affective systems undermine more than
privacy. Let us understand this through a distinction between
opacity and privacy.’

In literature, privacy is defined in its relation to other entities
(space, time, and access). Koops et al. give a typology of privacy
in which they use space and access as dimensions to understand
privacy where they are situated on a continuum between re-
stricted access to control [18]. This spectrum of privacy protects
the rights of a person to remove access to their private spaces,
such as their body, home, and even personal thoughts. It allows
control over one’s own data. Privacy thus has an informational
and spatial character in terms of borders between the individual
and the world [166] that includes mental information [167] that

3We thank the anonymous reviewer for asking us to clarify the distinction.

protects our inner world [27], [168]. Privacy and the ability to
keep information secret are required for the well-being of the
individual [169], their ability to self-determination [170], [171],
and their capacity to choose [172].

Opacity, however, is an intrinsic unknowability of an entity.
When applied to humans, it refers to the quality of keeping
mental information such as thoughts, emotions, and opinions
or physical information hidden unless they wish to make them
explicit. There are aspects of humans that are unknowable
because of their ontological constitution that makes machines
incapable of knowing them.

Although machines today are able to capture a lot of infor-
mation about human beings, it can be argued that much of this
information is given out willingly or can be easily interpreted
from the provided information. However, mental information
which may be interpreted from affects crosses the boundary
of our opacity. For example, affects such as sweating may be
captured by wearables that can gauge galvanic skin conductance.
This violates our ontological opacity with machines as they are
able to gauge affects they could not before. However, when the
wearable device concludes that we are sweating because we
are nervous, this is an epistemic assumption that violates our
mental opacity. At this point still, our privacy is maintained
since this conclusion is localized. However, if this information
is passed on to a party that may make important decisions based
on it, such as an interviewer judging whether or not the person
will get the job as they seem stressed or nervous in a critical
setting, our privacy is now also violated. Similarly, consider an
X-ray machine. This machine renders parts of the human body
transparent which were previously opaque. This is a violation of
opacity but not of privacy, as the patient consents to the use of
the machine for diagnostic purposes. However, if this personal
medical information is used for purposes the patient did not
consent to, then it would be a violation of their privacy. AC
enters into a space intrinsic to a human being and only knowable
to an extent by another human being. This information is not
private that allows discretion of whether or not to share it, but
opaque because machines so far could not access it. This opacity
was thus an intrinsic feature of human-machine interaction prior
to AC because machines were not ontologically designed to
access emotions. This relationship shifts with AC. In this regard,
AC represents a loss of human opacity (in terms of access to
emotions) but also undermines the control over affects and thus
undermines secrecy (in terms of hiding the content of the affect
or the emotion), a deliberate attempt to conceal it (privacy), and
also misrepresent or obscure it from the gaze of the others.

3) The Capacity of Existing AC is Restrictive: A final consid-
eration is due. It can be argued that our claim on human opacity
and transparency by AC rests on a very expansive reading of
emotion recognition as that of reading the innermost feelings of
an individual [117]. What AC is capable of doing thus far is, in
reality, quite restrictive. However, our argument still applies even
with a more restrictive view of emotion recognition. Even if the
goal of AC is restrictive, it still affects the opacity-transparency
relationship and does raise concerns about privacy, manipula-
tion, and deception. Similarly, epistemic arguments related to
credibility too follow, not as a result of the actual design of AC,
but rather from its uptake in the social spaces and mechanisms
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of distribution of credibility. The uptake of the technology in
real-world settings is different from its actual capacities in a
laboratory setting. AC with limited functioning can still be
presented as being foolproof, having a higher epistemic status,
and being more capable than it actually is. As Hupont et al. find
in their study of facial processing applications ‘that there are
many “high-risk” applications in the market, even though some
challenges are still to be solved to ensure that these systems
are developed and evaluated in a trustworthy way according
to the use case they will be used for, as required by the Al
Act” [150] Governments, corporations, and social groups may
have their own interests in deploying AC which may result in a
social uptake where it can achieve a mythical status of having
powers it does not have. This has unique implications for the
users or those who are affected by such technology, and any
ethical assessment of AC should not be devoid of an assessment
of the circumstances and context in which it is deployed. This is
because the ethical implications are not merely inherent in the
design, but also in the way it interacts with its environment and
human beings. When introduced in an inegalitarian institutional
structure, it is bound to exacerbate existing social divisions and
work to the benefit of those in power in the process compromis-
ing justice, human dignity, and democracy.

V. CONCLUSION

In this article, we have explored the ethical implications of
AC systems through an opacity-transparency relationship by
focusing on their epistemic assumptions and their impact on
autonomy. We argued that AC systems shift the relationship
towards greater transparency of human beings. This does not
always follow a concomitant rise in machine transparency. De-
spite some obvious benefits in some use cases, AC systems
have unique implications for human beings in terms of exposing
them to deception, manipulation, and reduced autonomy, and
raise crucial questions of justice. Affective technologies thus
call for a need to balance their promises against the possibilities
of abuse. Given unjust background conditions, this balancing
cannot operate at an individual level but requires cooperative
strategies that demand more transparency and accountability
by ensuring liabilities from corporations, governments, and
designers and better legal and regulatory structures, including
laws that protect affective data. Current AC systems should thus
be regulated by evaluating them on the opacity-transparency
spectrum. While future affect recognition requires incorporating
full disclosure of opacity-transparency at the design stage and
need to be audited for their impact to ensure accountability. This
requires collaborative and integrative effort between designers,
ethicists, legal scholars, and civil society activists, and a vision
for technology development that is not merely based on profits
and efficiency but also on social good.
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