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Abstract— People Living with Dementia (PLwD) often ex-
hibit behavioral and psychological symptoms of dementia;
with agitation being one of the most prevalent symptoms.
Agitated behaviour in PLwD indicates distress and confusion
and increases the risk to injury to both the patients and the
caregivers. In this paper, we present the use of wearable devices
to detect agitation in PLwD. We hypothesize that combining
multi-modal sensor data can help in building better classifiers
to identify agitation in PLwD in comparison to a single sensor.
We present a unique study to collect motion and physiological
data from PLwD. This multi-modal sensor data is subsequently
used to build predictive models to detect agitation in PLwD.
The results on Random Forest for 28 days of data from PLwD
show a strong evidence to support our hypothesis and highlight
the importance of using multi-modal sensor data for detecting
agitation events amongst them.

I. INTRODUCTION

As the population of older adults increase, there is a rise
in the number of people living with dementia (PLwD) [1].
The current World Health Organization estimates suggest
that worldwide the number of PLwD is around 50 million,
with nearly 10 million new cases every year [1]. Behavioral
and Psychological Symptoms of Dementia (BPSD) represent
a heterogeneous group of non-cognitive type of symptoms
that can affect up to 90% of PLwD [2]. Agitation is one
of the most prevalent type of BPSD present in PLwD [2].
Many of the agitation events are caused due to unmet needs
of PLwD and the distress experience by them [3]. When
agitated, PLwD can harm themselves, other patients and the
staff.

Various clinical measures have been developed to assess
agitation, such Pittsburgh Agitation Scale [4] and Cohen-
Mansfeld Agitation Inventory [5]. However, these assessment
tools are subjective, retrospective and cross-sectional, and are
not helpful at prospectively identifying patterns of behaviour
or detect events of agitation [6]. Therefore, it is important
to develop objective and automatic methods of detecting
agitation in PLwD to provide interventions to avoid harm
to the patients and staff.

In this paper, we present a novel multi-modal sensing
study currently being carried out Dementia Specialized Unit
at Toronto Rehabilitation Institute (SDU-TRI), Canada. To
the our best knowledge, this is the first study that collects
data from PLwD using multi-modal sensor network. In this
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paper, we present the design of the agitation study, data
collection and labeling methodology, data pre-processing,
and preliminary results. We further discuss the challenges
and plans for future research.

II. RELATED WORK

There have been very few studies on detecting agitation
and aggression in PLwD using multi-modal sensors [7].
The systematic review by Khan et al. [8] suggests that
many previous studies found correlation between actigraphy
(accelerometer based devices) and agitation among PLwD.
Most of these studies focus on changes in person’s motor
activities while undergoing an agitated state. However, there
may be different scenarios where the motor activities may
not strongly correlate with agitation, for e.g. shouting and
screaming. In these situations, other physiological parame-
ters may be useful in identifying agitation in conjunction
with actigraphy. Unfortunately, there is not much literature
about the use of multi-modal sensing technologies to detect
agitation in PLwD. Fowler et al. [9] show the use of
smartphone sensors to detect agitation in healthy adults
(acting as patients). Chikhaoui et al. [10] show the use
of ensemble learning by combining the data from Kinect
camera and accelerometer for detecting agitation in younger
adults. Nesbitt et al. [11] present a pilot study to collect data
from PLwD using smart watches and phones and discuss
its feasibility. They identify the need for individual profiles
of patients so that personalized deviations can be identified
from such data. Moore et al. [12] mentions that regardless of
the specialized sensors used to detection agitation in PLwD,
a major issue is the processing and labeling of large amounts
of data generated for each patient.

III. DESIGN OF THE AGITATION STUDY

In this section, we briefly discuss the multi-modal sensor
platform – Detection of Agitation and Aggression (DAAD)
in PLwD [13]. The DAAD system is currently installed at
the SDU-TRI. This system allows researchers to collect a
novel source of patient information, including their motion
and physiological information, sleep quality, interaction with
their surroundings, and video data. Patients were recruited
in the study based on the recommendation of a clinician
researcher, who monitored their behaviour through out the
course of the study.
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Fig. 1. Multimodal Sensors used in the study following the DAAD framework: (From Top Left in clockwise manner) Video Cameras, Empatica E4
wearable device, Pressure Mat, Motion Sensor, Door Sensor.

A. Multi-modal Sensors

Once a participant is identified, relevant consents were
taken from their substitute decision makers [6]. Each par-
ticipant may be recruited in the study for a maximum of 2
months (in consultation with the clinician). If the participant
does not show any agitation behaviour during two weeks,
he/she is removed from the study. The participant wears an
Empatica E4 wearable device [14]. This device can capture
motion (through accelerometer), and physiological indicators
(blood volume pulse (BVP), electrodermal activity (EDA),
and skin temperature (TEMP)). Every night before the partic-
ipant sleeps, the nurse would take off the device and put it for
charging. Every morning, a researcher will download the data
and put the device back on the participant (with the assistance
of the nurse). This device gives access to raw sensor data,
on which predictive models can be built. A pressure mat
is placed under the participant’s bed throughout the time
of study to collect sleep related data, which includes their
heart rate, respiration rate and bed exits. Each participant’s
washroom is fixed with two motion sensors and one door
sensors to monitor excessive movement and opening/closing
the door. Fifteen video cameras are installed throughout the
ward in the common areas, such as hallways, dining and
entertainment areas. The video cameras are not installed in
the participants’ rooms and their audio recording is turned
off due to privacy concerns, as advised by the ethics board
[6]. Figure 1 shows the different sensors used in the study.

B. Data Labeling

Data labeling is very challenging task in this study since
we need the start and end times of the agitation events to
build classifiers. The nurses on the SDU-TRI were provided
training to record a participant’s behaviour in their nursing
charts by highlighting the start and end times of agitation
events, the location of the event and the context behind it,
and sticking a ‘green’ color sticky dot on the nursing chart to
facilitate in locating the agitation event while reading these
charts [6]. Every week, a team of researchers would read
these nursing charts and make entries in a word-processing

file about the agitation events. A nursing research assistant
would then review the video recordings corresponding to the
times of agitation recorded by researchers and fine tune the
start and end timings. This two-step labelling process is very
important to build better predictive models by making the
labels of agitation events as accurate as possible.

IV. DATA COLLECTION

This study has been approved by the designated Research
Ethics Board. The data collection for this study is ongoing.
So far, data from two participants (P1 and P2 - both females,
80 and 93 years old) corresponding to 28 days have been
collected and fully labeled with event’s start and end timings.
The number of days of data collected for P1 was 15 days
and P2 was 13 days. Those days may not be consecutive
due to technical problems or operational issues. The number
of agitation events recorded for P1 was 5 and for P2 was
9. Therefore, for both the participants, we obtained less than
one agitation event per day. This highlights the inherent skew
in the data for having large number of normal events in
comparison to very few agitation events.

A. Data Processing
In this paper, we present analysis using only the sensor

data from E4 wearable device. The data from motion and
door sensors, as well as from pressure mat will be taken
into account in future work. Different sensors in the E4
wearable device sample data at different sampling frequency.
Therefore, as a first step, all the sensors were sampled to
64Hz to match with the maximum sampling rate given by
BVP. Then, all the sensor data was combined together. A
first order Butterworth low-pass filter with 20Hz was used
to remove the noise from each of the raw sensor readings.
As a baseline, the first 10 minutes recording of the multi-
modal sensor data from the wearable device was scraped off
because the device may not be instantly put on the participant
after switching it on.

B. Feature Extraction
The features were extracted from all the sensor readings

after applying non-overlapping windows. Non-overlapping
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windows were used in order to prevent information leakage
from the training to the testing set. For the accelerometer,
the x, y, and z values were combined to obtain their norm
(ACC) and features were extracted from them. For this study,
the following 10 generic features were extracted for each of
the ACC, EDA and BVP [15]:

• Time Domain – mean, maximum, minimum, standard
deviation and inter-quartile range.

• Frequency Domain – total average power, spectral en-
tropy, energy, DC power and entropy.

For the TEMP sensor, only the first four time domain features
were extracted. For EDA, entropy and spectral entropy gave
NaN values for some time windows. Therefore, these two
features were removed from building the classifiers. Hence,
the total number of features used in this analysis is 32.

V. EXPERIMENTAL ANALYSIS

The size of time windows used to extract features in
this experiment were kept at 1, 3, and 5 minutes. This is
done to understand the importance of number of samples
for detecting agitation. In this paper, we only include the
days when agitation occurred; they will contain both normal
and agitation events. Table I shows the number of normal
and agitation events for P1 and P2 by varying the number
of window sizes. It can be observed that number of normal
events are much greater than the agitation events.

TABLE I
NUMBER OF NORMAL AND AGITATION EVENTS FOR P1 AND P2

CORRESPONDING TO DIFFERENT WINDOW SIZES.

Window Size
(min)

P1 P2
#Normal #Agitation #Normal #Agitation

1 2572 13 2682 42
3 854 3 893 13
5 512 2 534 8

We built classification models based on combined data
from both participants, and also built separate models for
each participant. The experimental settings are the following:

• The data from the four sensors were combined in
15 different ways (e.g. ACC, ACC+EDA, ACC+BVP,
ACC+BVP+EDA,. . . ) to understand the merit of using
different sensors in detecting agitation events in PLwD.

• We used two standard classifiers - Support Vector Ma-
chines (SVM) and Random Forest (RF) from MATLAB.
We have tested also Logistic Regression (LR) classifier,
but since it gave unsatisfactory outcomes, we do not
present those results.

• We performed two-fold cross validation to evaluate all
the data sets. The predicted scores from each fold on
the test set are concatenated, and area under the ROC
curve (AUC) is used as a performance metric.

• Two parameters each of SVM (Box Constraint and
Kernel Scale) and RF (Number of Trees and Number of
Predictors) were tuned by employing an internal two-
fold cross validation on the training fold.

• The range of values for which Box Constraint and Ker-
nel Scale were set at [0.01, 0.1, 1, 10, 100], the Number
of Trees was in the range [10, 30, 50, 70, 90], while the
value for Number of Predictors was in the range [f/5,
2f/5, 3f/5, 4f/5], where f is the number of features
in the data for a given sensor combination.

• The best parameters’ values obtained after inner cross-
validation are used to train the SVM and RF and scores
were calculated on the test set.

VI. RESULTS

Table II shows the results on combined data from both
the participants after applying SVM and RF classifiers.
The gray cell shows the best AUC obtained across dif-
ferent classifiers, time windows and feature combinations.
We obtain the best AUC value of 0.890 for the feature
combination ACC+EDA+TEMP, for 1 minute time window.
This shows that multi-modal sensing can perform better
in detecting agitation across people. Table III shows the
AUC values individually for P1 and P2 after employing
different window sizes with RF classifier. The gray cells are
the ones that give the best average AUC values (across P1
and P2) for all window sizes and feature combinations. We
observe that the best average AUC values are obtained by
using the feature combination BVP+EDA+TEMP (P1=0.838
and P2=0.868, average=0.853) for 1 minute time window.
This result shows the usefulness of multi-modal sensing in
detecting personalized agitation events. We did not show the
results for SVM for individual level models because they
perform worse than the RF classifiers. From both the Tables
II and III, we infer that 1 minute time window with RF
classifier performs the best with multi-modal sensing on both
the combined and individual models. In both methods, the
best performing models, EDA and TEMP are the common
sensing modality.

VII. CONCLUSION AND FUTURE WORK

In this paper, we present preliminary results of a real-
world study that employs multi-modal sensors for detecting
agitation in PLwD. The results suggest the feasibility of
multi-modal sensors for detecting agitation in PLwD at
combined data from different participants and at individual
levels. As we collect more data in this study, we hope to
improve the results, reduce bias introduced due to small
data set and develop more insights into individual sensing
modality and its effect in detecting agitation in PLwD.
In future, we would extract domain specific features for
different sensors and study its impact on the performance
of the classifiers. The agitation events occur very less in
comparison to the normal data; therefore, we will apply one-
class classification methods [16] to detect agitation.
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