Derivation of Backpropagation Equations
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In this note, I consider a feedforward deep network comprised of L layers, interleaved complete linear layers and activation layers (e.g. sigmoid or rectified linear layers). I follow the convention adopted in Poole and Mackworth [2] that linear layers and activation layers are kept separate. Usually, treatments of backpropagation lump the two into a single layer [1, 3], but this way makes the exposition easier.

Thus, the complete linear layer $k$ has $N^k + 1$ input units $\text{input}^k[0 \ldots N^k]$ and $M^k$ output units $\text{output}^k[1 \ldots M^k]$, and each node $j \in \text{output}^k$ is connected to each node $i \in \text{input}^k$ with weight $w^k_{ji}$ (superscripts are indices, not a power). Thus, we can compute $\text{output}^k[j] = \sum_{i=0}^{N^k} w^k_{ji} \text{input}^k[i]$, assuming $\text{input}^k[0] = 1$ for each linear layer. The activation layer $l$ has $N^l$ inputs $\text{input}^l$ and $N^l$ outputs $\text{output}^l$, and each node $j \in \text{output}^l$ is connected to one node $j \in \text{input}^l$ through an activation function $f^l$, such that $\text{output}^l = f^l(\text{input}^l)$. The layers are interleaved, such that a linear layer’s $\text{input}^k$ is the same as the next lower activation layer’s $\text{output}^{k-1}$, and the activation layer’s $\text{input}^l$ is the same as the next lower linear layer’s $\text{output}^{l-1}$.

The input features are fed to the linear layer $\text{input}^0 = X(e)$, and the output (target) features are extracted from an activation layer $\hat{Y}(e) = \text{output}^L$. Therefore, we have that

$$\hat{Y}(e)[j] = \text{output}^L[j]$$
$$= f^L(\text{input}^L[j])$$
$$= f^L(\text{output}^{L-1}[j])$$
$$= f^L \left( \sum_i w^{L-1}_{ji} \text{input}^{L-1}[i] \right)$$
$$= f^L \left( \sum_i w^{L-1}_{ji} f^{L-2}(\text{input}^{L-2}[j]) \right)$$
$$= f^L \left( \sum_i w^{L-1}_{ji} f^{L-2} \left( \sum_k w^{L-3}_{ik} \text{input}^{L-3}[k] \right) \right)$$
$$= \ldots$$
$$= f^L \left( \sum_i w^{L-1}_{ji} f^{L-2} \left( \sum_k w^{L-3}_{ik} f^{L-4} \left( \ldots f^1 \left( \sum_m w^0_{im} \text{input}^0[m] \right) \ldots \right) \right) \right)$$
$$= \ldots$$

$$= f^L \left( \sum_i w^{L-1}_{ji} f^{L-2} \left( \sum_k w^{L-3}_{ik} f^{L-4} \left( \ldots f^1 \left( \sum_m w^0_{im} X(e)[m] \right) \ldots \right) \right) \right)$$

(1)

$$= \ldots$$

(2)
Now, we wish to evaluate the error and use stochastic gradient descent to compute updates to the weights. The squared error on example $e$, with weights $w$ is:

$$error(e, w) = \sum_j (output^L[j] - Y(e)[j])^2$$

and we will update the weight between input node $m$ and output node $l$ at layer $k$ as

$$w_{lm}^k \leftarrow w_{lm}^k - \eta \frac{\partial error(e, w)}{\partial w_{lm}^k}$$

which is

$$w_{lm}^k \leftarrow w_{lm}^k - \eta \frac{\partial \left( \sum_j (Y(e)[j] - output^L[j])^2 \right)}{\partial w_{lm}^k}$$

that is,

$$w_{lm}^k \leftarrow w_{lm}^k + \eta \sum_j (Y(e)[j] - output^L[j]) \frac{\partial (output^L[j])}{\partial w_{lm}^k}$$ (3)

where we have set $\eta \leftarrow 2\eta$ since $\eta$ has arbitrary scale. Our objective is now to compute this derivative and to establish a recursive formula to do so that can be used with propagation (backwards) in the network. Inserting the definition for $output^L[j]$ from Equation (1), we have

$$\frac{\partial (output^L[j])}{\partial w_{lm}^k} = \frac{\partial}{\partial w_{lm}^k} f^L \left( \sum_i w_{ji}^{L-1} input^{L-1}[i] \right)$$

$$= f^L' (output^{L-1}[j]) \sum_i w_{ji}^{L-1} \frac{\partial input^{L-1}[i]}{\partial w_{lm}^k}$$ (4)

where we have used the chain rule

$$\frac{\partial f(x(w))}{\partial w} = f'(x(w)) \frac{\partial x(w)}{\partial w}.$$

Putting this back into Equation (3), and gathering the sums over inputs, $i$, and outputs, $j$, and replacing $input^{L-1}[i]$ with its equivalent $output^{L-2}[i]$, we obtain:

$$w_{lm}^k \leftarrow w_{lm}^k + \eta \sum_i \left[ \sum_j (Y(e)[j] - output^L[j]) f^L' (output^{L-1}[j]) w_{ji}^{L-1} \right] \frac{\partial (output^{L-2}[i])}{\partial w_{lm}^k}.$$ (5)

We now identify the quantity in square brackets in this equation,

$$\sum_j (Y(e)[j] - output^L[j]) f^L' (output^{L-1}[j]) w_{ji}^{L-1},$$
as a sum over all output units \( j \) of layer \( L \), which is the weight to be passed back recursively to output unit \( i \) in layer \( L - 2 \). This \( i \) unit “collects” all the terms from the summation that it is “responsible for”, and then will recursively pass this back to the next lower layer in exactly the same fashion. The remaining derivative in Equation (5), \( \frac{\partial (\text{output}^{L-2}[i])}{\partial w^k_{lm}} \), is then computed in the same way as in Equation (4), yielding

\[
\frac{\partial \text{output}^{L-2}[i]}{\partial w^k_{lm}} = f^{L-2'}(\text{output}^{L-3}[j]) \sum_i w^{L-3}_{ji} \frac{\partial \text{input}^{L-3}[i]}{\partial w^k_{lm}}.
\]

Again, the partial sums corresponding to input units in the next lower layer are collected, and the process repeats. Finally, at the \( k^{th} \) layer, the derivative find its match and the derivative for the \( l^{th} \) output unit at layer \( k + 1 \) is

\[
\frac{\partial \text{output}^{k+1}[l]}{\partial w^k_{lm}} = f^{k+1'}(\text{output}^{k}[l]) \frac{\partial \sum_i w^k_{li} \text{input}^k[i]}{\partial w^k_{lm}}
\]

which is then used for the update to the weights from the \( m^{th} \) input unit to the \( l^{th} \) output unit in layer \( k \). This process thus requires a single pass through the network to compute all \( \text{output}^k \) values, and then a backwards pass to propagate all weights backwards, updating each layer as the pass proceeds, and computing the error to pass back to the next lower layer until the input layer is reached.
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