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ABSTRACT
While traditional accounts of Theory of Mind (ToM) like theory
theory (TT) and simulation theory (ST) have highlighted the epis-
temological challenge in mindreading, perception theory (PT) has
posited that we directly perceive the mental states of others. In this
paper, we highlight the ontology of these ToM accounts and reject
metaphysical realism (i.e., objects exist independent of thought),
thereby resolving their apparent opposition. By relying on Smith’s
account of a participatory metaphysics [34], we argue for the need
of a theory of common ground that pays deference to both realistic
and constructionist elements of Gallagher’s smart perception [11].
In doing so, we argue for a ToM that includes negotiation of refer-
ence between agents, emergence of ToM from social interactions
rather than pre-definition, a focus on non-conceptual intentions,
and flexible representations of objects, thereby questioning the
notion of ground truth in AI. Finally, we propose a collaboration
between AI and HCI to provide such a mutual human-AI ToM.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models;Collaborative interaction; Social navigation; •Comput-
ing methodologies → Multi-agent systems; Ontology engineer-
ing; Simulation theory; • Theory of computation→ Semantics
and reasoning.
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1 INTRODUCTION
With the advent of deep learning and large language models (LLMs)
[1, 21], many exciting language applications like text summarization
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are now feasible. Recent language models that consist of billions of
parameters have even been attributed with reasoning and planning
skills, including emergent Theory of Mind (ToM) abilities [5, 16, 35].
These abilities help us understand the mental states of others and
their behavior [13]. However, studies have also questioned these
capabilities of LLMs, stating that they might be an illusion [36]. For
example, Verma et al. [36] perform variations of the false-belief
test and find that trivial or irrelevant perturbations easily break the
illusion of ToM for LLMs.

Given these models’ brittleness, studying their contents and
what they attempt to represent might be sensible. In the field of
AI particularly, but also in the field of HCI, we have seen a strong
commitment to metaphysical realism which states that objects
exist independent of thought [34]. This philosophical approach
has framed the question of a ToM as an epistemological one [18]:
the mental states of others exist but are unknown to us which
is why we need additional tools like a theory or a simulation to
infer what someone else is feeling or thinking. However, perception
theory (PT) has started to question this assumption by stating that
we directly perceive the mental states of others [11], but has not
provided a clear account on how this directness of perception is
achieved. Overall, we might ask how the individual and the context
she is embedded in impacts the construction of a ToM and its
contents.

This paper attempts to explain how embodied agents seem to
perceive and construct mental states through interactions with
others and their environment, arguing that the contents of such
states can only be found within these interactions, never outside
them (e.g., somewhere ‘in reality’). Hence, we make an ontologi-
cal argument about a ToM. To illustrate this argument, imagine a
smartphone and the fact that there are people on this planet who
probably have never seen a smartphone. How would such people
perceive such an object? Overgaard [24] argues that though this
smartphone might be placed directly in front of them, and thus be
visible, its “meaning” or “type” might not be visible in the same
way.

Consider an even more basic object like a hammer. In fact, the
word “hammer” might already trigger a plethora of associations
and meanings such as its affordance, i.e., the activity this object is
designed for, its principal components and how it feels like to use
such a hammer. But let’s imagine this hammer is right in front of
us when we try to describe it. How would we do this? We might
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try to describe its components such as its wooden handle or its
shining metallic head. In doing so, one might realize that such
descriptions can feel arbitrary; for example, even if it had a handle
made of hardened plastic, we would still call the object a hammer.
Furthermore, we might leave out certain details of the hammer such
as the scratch along its head that was caused when impatiently
missing the last nail necessary to finish the wooden deck last spring.

With these examples we attempt to show that the act of regis-
tering simple objects like a hammer is already an abstraction from
reality that requires a subject (in this case, you) that does the ab-
stracting. Hence, when wondering about the origin of the object
[34] the interaction between subject and object, between perceiver
and perceived, is important. That is not to say that the hammer
described above is not real; it is very much “made out of stuff”, and
we can touch it, and so on. However, this perspective highlights
the human element in constructing the object in the first place. We
can develop this even further: the hammer in front of you is not
only achieved in the abstraction of what appears to be a hammer in
reality but also is the result of the social interactions that designed
and produced the hammer in the first place. For example, the acci-
dental use of a hammer-like object long ago could have sparked the
idea of a hammer, leading to the profession of blacksmiths making
hammers, and so on.

In this paper, we draw from Smith’s account of metaphysics [34]
that reconciles both realism and constructionism and reject meta-
physical realism by showing the ontological challenges inherent
in not only the perception of the mental states of others but also
the registration of everyday objects. We highlight the fact that the
abstractions we make are mediated by other people and the social
context we are embedded in. Thus, we align with perception theory
(PT) [11] in that we directly perceive others’ mental states, particu-
larly emotions, which we ‘see’ in their faces. However, while PT
moves away from the epistemological question of what the mental
states of others are, and posits a ToM in the enacted, embodied
interaction with others, it does not fully embrace the ontological
groundwork our brain has already done when we simply perceive
what is given, describing first and foremost a phenomenological
account.

The framing question, i.e., the problem of how the brain con-
structs the subjective direct experience of mental states given con-
text, then becomes the holy grail of ToM. In the words of Gallagher
[11], we might ask what actually makes our perception “smart”.
While we attempt to lay the ontological groundwork for it, we
do not answer this question in this paper. Interested practitioners
might refer to active inference approaches that minimize free en-
ergy [25] or prediction errors [15] as a starting point, though these
approaches might have to be supplemented with an ontological
account of emergence.

We first present the three main accounts of ToM in our related
work section, before describing their ontological challenges. Given
these challenges, we make four guidelines for a ToM based in a
participatory metaphysics: we (1) argue against an individualistic
ToM and advocate for a negotiation of reference between multiple
agents, (2) warn against ontologically defining a ToM a priori in-
stead of letting it emerge, (3) encourage to focus on non-conceptual
intentions embedded in a common ground before building mental
models of language, and (4) question the assumption of ground

truth in AI and argue for flexible representations of objects. Finally,
with these guidelines, we argue that the idea of a mutual Theory
of Mind between humans and AI is not only a perspective on or
a field of ToM, but is, given the socio-contextual interactions we
are embedded in, the only place to look for a ToM of AI (and hu-
mans). We present the philosophical assumption of agent agency
for both AI and HCI and argue that a collaboration of the two fields
can develop a theory of common ground underlying ToM that in-
cludes shared and negotiated references and meanings within a
multi-agent context.

2 RELATED RESEARCH
Theory theory (TT) states that humans develop a theory of mind
to understand the mental states of others [13]. This theory is de-
veloped in a science-like fashion in which lawlike generalizations
are produced to link observable inputs, mental states, and output
behaviors. In developmental psychology, children are seen as “lit-
tle scientists”, who form assumptions, collect evidence, and revise
their theories not just about physical phenomena but also about
unobservable mental states [13]. When they start to pass the false
belief test of Wimmer and Perner [37] at around the age of four,
TT posits the overcoming of a “conceptual deficit” [26], in which
children learn that beliefs can be false, gradually developing a more
sophisticated theory of mind. After gaining popularity in the 1990s,
TT has come under pressure for evidence that showed inhibitory
control as a confounding variable in the false-belief test [6], high-
lighting children’s ability to understand false beliefs as early as
15 months, and thus questioning the need to possess a theory to
understand the mental states of others.

Simulation theory (ST) states that humans imagine themselves
to be in the situation of the other when understanding their men-
tal states [13]. The core idea behind this form of mindreading is
the attempt to create proxy or surrogate mental states that can
be projected onto the other [13]. ST is built on the ideas of Euro-
pean hermeneutic tradition that highlight the process of “feeling
with” others, “reexperiencing”, and “putting oneself into their shoes”
when trying to make sense of others [13]. The discovery of mir-
ror neurons, that fire not only when an action is performed but
also when this action is performed by another person, has been
connected to ST as a neural basis for simulation [12]. However, it
is unclear whether the re-experiencing of an intention equals the
attribution of an intention and whether mindreading occurs as an
upshot of mirroring [13]. ST has been criticized for collapsing into
TT because knowledge and theory are needed to simulate (e.g., a
basic understanding of the context in which we simluate) [10].

Both standard TT and ST frame the problem of mindreading as
a problem of access to mental states [11]. People have only access
to their own mental states via introspection, but the mental states
of others remain hidden [11]. To unlock these “hidden minds” [24],
extra-perceptual cognitive processes are necessary that involve
theoretical inferences (TT) or simulations (ST). This Cartesian per-
spective reduces perception to third-person observations where
we stand at the margins of a situation, disembodied, without the
ability to interpret behavior unless we call forth some theory or
run a simulation routine [11]. As this perception is “not-so-smart”
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and must be supplemented [11], both TT and ST do not develop a
proper theory of perception.

Perception theory (PT), or direct perception, in contrast to TT
and ST, is built on a “smart” perception that does not need to be
supplemented by inferential mechanisms, at least on the personal
level [11]. Therefore, perception is direct, e.g., objects are recog-
nized as objects without the need to infer what those objects are
given the image of them [11]. This directness of perception, which
delivers sufficient information to understand others, makes PT a
phenomenological account that is supported by the writings of
Wittgenstein and Merleau Ponty: “Grief, one would like to say,
is personified in the face” [38, § 570, cf. Z, § 225]. Gallagher [11]
further explains that enabling such direct experience of mental
states involves complex sub-personal processes, including mirror
resonance mechanisms that identify others’ intentions. Despite
acknowledging these underlying processes, PT faces criticism for
promoting the “myth of the given mind” [24], challenging the no-
tion that inferential (TT) or simulationist (ST) models are irrelevant
due to the direct nature of perception.

On the other hand, defenders of a traditional ToM have been
accused of “promiscuity”, indiscriminately applying to term “the-
ory” to sub-personal processes when trying to explain the phe-
nomenological account of direct perception [32]. At the core of this
accusation lies the question of what constitutes a theory: does it
require a reflective consciousness, or is it enough to describe the
structural, functional, and dynamic aspects of a theory of mind
[32]? While Slors [32] argues that sub-personal processes can them-
selves describe a ToM, he also maintains that the frame problem
— the challenge of determining which cues in social interactions
are relevant for understanding others — remains an unresolved
issue. To explain why ToM is ubiquitous despite phenomenological
arguments, Slors [32] advances the “model-model” of ToM, propos-
ing that ToM is not only a social-cognitive mechanism, but also a
model to explain and make sense of the social cognitive processes
we engage in, even though this model might not reflect the actual
underlying cognitive processes engaged during social interaction.

In the following section, we argue for a different ontological
account of a ToM that rejects metaphysical realism. In doing so,
we build on PT and argue for the need of a theory of common
ground on which a ToM can rest, including higher-functioning
capabilities like theoretical inferences (TT) and simulations (ST),
thereby mitigating the inherent tension between these different
accounts of ToM.

3 THE ONTOLOGY OF A THEORY OF MIND
Regardless of Slors [32]’s application as a model to explain, the
ubiquity of ToM might also be result of the philosophical practices
that surround it. Slors [32] finds a Kuhnian paradigm in which it
is very hard to think outside of a ToM and its assumptions (e.g.,
third-person observation) because of perpetual reinforcement of
philosophical practices and discussions. Nonetheless, it might be
worth questioning the ontological foundations of such a theory,
especially when ToM is mistaken for “the real thing” when it is used
as amodel to explain our assessment of behavior rather than directly
describing underlying socio-cognitive processes [32]. Otherwise,
we might run into what Smith [34] calls the ontological wall, i.e.,

the limitations faced by one’s own parsing of a theoretical situation
into objects, properties, relationships, etc. While Smith [34] admits
that some of this parsing is always necessary in advance, the danger
of inscription errors is high, where a set of ontological assumptions
are inscribed or imposed onto a system, and then read back off the
system “as if that constituted and independent empirical discovery
or theoretical result” [p.50].

With regards to a theory of mind, Slors [32] points out exactly
this danger when the ubiquity of ToM is mistaken for the ubiquity
of the talk around ToM and its application as a model to explain
behavior. However, the ontological challenges might not stop there.
Citing Heidegger’s term “being-with”, Kiverstein [18] makes the ar-
gument that through feelings like empathy we experience ourselves
in relationship to others and the world. Taking this perspective of
“being-with” shifts the focus onto the ontological question of who
and what we are in the first place and the interaction and em-
bodiment through which we attempt to answer these questions
[18]. Thus, it stands in contrast to the traditional ToM view which
posits the challenge of mindreading to be an epistemological one:
observers not knowing what the mental states of others are.

Through this shift in focus the importance of an appropriate
metaphysics is highlighted. In line with the epistemological ar-
gument above, in the field of ToM and AI in general, we find a
persistent metaphysical realism, stating that objects exist indepen-
dent of thought with only one “correct” representation [34]. This
assumptions presents a world with objects “ready for us to be per-
ceived” [22]. Consequently, we have built “perception modules”
whose job it is to find the right descriptions of real objects given
some input (e.g., images), which in turn are provided to “reason-
ing modules” that take these descriptions and transform them to
solve certain problems [22]. Because representations can be directly
learned from whatever data is available within a certain benchmark
task, there is no need to embody agents in an environment.

In the Origin of Objects, Smith [34] challenges the assumption
of metaphysical realism and argues that humans register objects
in a participatory process in which reality, that is assumed to be
whole and entire, is “gradually but only partially broken down or
separated or articulated into objects, through complex and partially
disconnected practices of registration” [34, p.269]. He thinks that the
world does not arise out of objects, but rather that objects arise out
of (One) world in relationship to and under the effort of the subject
[34]. To then achieve the registration of objects by participatory
subjects requires said subjects to be embodied in the very world
they try to register [34]. This embodied and enactive metaphysical
account is very much in line with, or even might form the basis
of, the phenomenological account of direct perception. Yet despite
this closeness, the field of ToM implicitly subscribes to a form of
metaphysical realism as highlighted by the “objective thought” [23]
that is approximated, but never reached, by the pre-objective maps
of meaning of the phenomenological account [24].

By adopting a different ontological account that disposes of
metaphysical realism and highlights the human element in the
construction of everyday objects, PT has not much to lose. Its phe-
nomenological account still allows us to investigate the enactive
and emotional content of perceptual experience [11]. It is also cor-
rect in so far that the perception of mental states of others is usually
direct. However, by adopting Smith’s metaphysical account [34],
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the dichotomy between TT & ST and PT becomes resolved: TT and
ST describe post-perceptional accounts of a ToM. Gallagher [11]
is correct that we might rely on theoretical inferences and simula-
tions to make sense of things we can not directly perceive. However,
this sense-making already happens in an post-perceptional space
consisting of mental states and their contents, won by perception,
that are necessary for inferences and simulations. PT, in contrast,
applies earlier in the perception process and argues for a smart per-
ception that allows us to directly perceive mental states. In other
words, TT and ST rely on an ontological parsing of environments,
mental states, and so forth, whereas PT describes the phenomeno-
logical aspects of this parsing. With this ontological differentiation
between perception and post-perception, the tension between the
different theories of ToM gets resolved.

In this paper, we attempt to add to PT by arguing for a need of a
theory of common ground that can describe how the mental states
that we directly perceive come into being. In the following section,
we provide guidelines for such a theory.

4 ONTOLOGICAL GUIDELINES FOR A
THEORY OF MIND

The exploration of pre-objective maps of meaning emerges as a fas-
cinating area, particularly when considering the consensus within
perception theory. Gallagher [11] posits that our ability to directly
perceive mental states is rooted in our embodied nature, shaped
through interactions with others, past situational experiences, and
the assimilation of cultural norms and practices. This notion sug-
gests that our perceptual processes are refined through experience.
Such a perspective aligns with the principles of enactivism, cen-
tral to the phenomenological approach to direct perception, and
finds support in Smith’s metaphysical framework [34]. Smith [34]
attempts to bridge the gap between realism and constructionism,
positing that agents are engaged in an ongoing endeavor to align
their conceptual system to the “in-part differently conceptualized,
and in-part unconceptualized, world” [p.110]. This effort under-
scores not only our attempts to comprehend the world and other
agents within a ToM framework but also illuminates the fact that
the fundamental elements of this framework — its concepts, repre-
sentations of objects, mental states, behaviors, etc. — are shaped by
the social contexts in which we are enmeshed.

From this participatory metaphysics, four things follow. First,
the location of a ToM must include the population level. This con-
clusion already follows from perception theory: the directness of
perception is enabled through socio-cultural processes that allow
the individual to experience herself in the context of social interac-
tions [11]. The social impact on our perception of things, objects,
places, etc., requires an abandoning of ToM as an explanation for in-
dividual behavior. Rather, direct perception could be supplemented
with a proper account of a theory of common ground (see Dafoe
et al. [8]) in which we find, create and share references to the world
we live in, and weigh the relevance of references when determin-
ing the essence of objects and mental states, addressing the frame
problem.

This theory could follow Smith’s pluralism that posits that “there
is no core of stable opinions and meaning but an active, political,
violent, feisty negotiation of reference” [34, p.108]. Similarly, we

might have to see everyday-objects and their affordances, at least
partly, as the social processes that designed and produced them in
the first place [34]. To advance the investigation of a mutual ToM
between AI and humans, a framing of mutual ToM as a multi-agent
problem, in which groups of agents (both AI and humans) try to
establish reference, could be a starting point to establish and inves-
tigate the diversity of individual agents and the synchronization
effects of socio-cultural processes. An excellent playground for such
an investigation could be cooperative games [9] like Hanabi [3]
that requires agents to manipulate physical artefacts, coordinate
play, establish roles, and negotiate rules [31].

Second, as a consequence of the shift in focus on the population
level, the environment in which AI is embedded in becomes as
important as the AI’s architecture. Traditionally, game-theoretic
and reinforcement-learning approaches have modelled behavior by
mapping pre-defined signals (e.g., game states) with agent actions.
Much of the success of second-wave AI and the proliferation of
large neural nets can be seen as an attempt to find these associa-
tions between outcomes and rewards, and signals and behavior [33].
However, in pre-defining the space of possible behaviors, signals,
and outcomes we encounter the same ontological issues described
above. With regards to communication, Scott-Phillips [27] argues
that we need to account for the fact that communication might
not occur instead of prescribing it. He posits communicative be-
havior to be an emergent property that separates itself from non-
communicative behavior and that communication is the pragmatic
expression and recognition of intentions. Hence, the field of AI and
HCI should be careful to not ontologically pre-define a ToM but
think about environments, simulations, and games in which it can
emerge in social interactions with humans.

The field of AI has worked on emergent communication, partic-
ularly in the context of multi-agent reinforcement learning (e.g.,
[14, 19, 20]). For example, these works have found that language
with compositional elements can emerge in the interaction between
agents [19, 20]. Nonetheless, this line of work, and the field of AI in
general, has been criticized for following what Scott-Phillips [27]
calls the code model of communication: an information-theoretic
approach to communication [29] that associates signals with game
states and posits that signals contain encoded messages that are
sent along some pre-determined channel to be received and de-
coded. However, following this approach, Scott-Phillips [27] points
out the underdeterminancy of signals in which literal utterances
cannot ever fully convey speaker meaning and instead argues for a
pragmatic account of communication including the expression and
recognition of intentions. Thus, Scott-Phillips [27] makes a strong
argument for the embodiment of agents in an environment and
questions the emergence of communication in AI research.

To study this embodiment, Scott-Phillips et al. [28] designed the
embodied cognition game in which an agent had to communicate
with another agent by appropriating non-communicative behavior.
For example, agents that were able to use movement on a grid
as a way to communicate intentions were able to coordinate their
behavior and succeed at the game. This form of communication was
not encoded into the rules and actions of the game, it emerged in
the interaction of different agents. Scott-Phillips et al. [28] studied
humans play the game, but it might be interesting to further learn
which communication strategies humans use and allow AI agents
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to learn them without pre-scribing them or encoding them into
the architecture of agents. This effort would require AI and HCI to
work together, as sketched out in the last section of this paper, by
building architectures that can recognize intentions in interactive
games with humans.

Third, intentions then seem to be at the core of a theory of mind.
While in the field of psychology we refer to the goal-directedness
of intentions (e.g., a signaler’s informative intention that the re-
ceiver change their representation of the world), intentions are
also mental states that preclude a semantic directness, a pointing
of representations, experiences, and thoughts of subjects towards
the world that surrounds them [34]. When investigating the social
cognition of infants, they seem to possess a non-conceptual, non-
mentalistic embodied understanding of intentions, especially that
of caretakers, that seem to precede a conceptual interpretation of
mental states as well as language adaptations necessary to pass
the classical false belief test [11]. And yet, “no one has successfully
formulated what the mind computes”, let alone discovered what
the primitives of intentions are [17]. Hence, the field of AI and HCI
should focus on the development of intentions as the basis for a
ToM that are shaped by the common ground we share with others.
This focus would be in line with Scott-Phillips’ account of commu-
nication, arguing that communication is ostensive-inferential (i.e.,
providing and recognizing evidence for intentions) before being
made powerful by language [27].

Fourth, the notion of ground truth in AI must be weakened
(but never fully abolished). The process of registration that Smith
[34] describes is a process of abstraction from reality in which
subjects interact with the world and “achieve” objects under the
expenditure of effort. For example, object representations must be
constantly updated, such as their location in space. Given that this
process is mediated by the social context in which the agent is
embedded in, a ground truth can hardly be formulated given the
human involvement in constructing object representations. Smith
warns of the dangers of ideological reductionism and the dangers of
imposing a ground truth on others [34]. Similarly, the registration
of objects must also be based on reality itself, highlighting the
embodiment of agents and an epistemic deference to realism. Hence,
the field of AI and HCI should be interested in developing computer
architectures that allow the creation of flexible representations that
react to physical input and resonate with the conceptualizations of
other agents, including humans.

Before concluding this section, we demonstrate how these guide-
lines can influence the practice of designing, training, and deploying
AI systems in the present, attempting to make our ontological guide-
lines more practical. While we hope that the focus on multi-agent
systems, environments, and intentions will bring about novel AI
architectures that are embedded in human systems and follow hu-
man norms, it is our last point on ground truth that has immediate
applicability to practice. If our ontological argument holds weight
and indeed questions the universal ground truth of labels, then
we might have to ask about the origin and purpose of labels we
use in current AI practice. Otherwise, we might construct what
the author Kate Crawford [7] calls an “epistemic machinery” that
includes “systems of circular logic” based on the labeling of data,
the training of AI systems with these labels, real changes depending
on the predictions of these AI systems, and the repeated labeling of

data after these changes were made. These ontological inscription
errors might not only seriously question our ability to “debias” our
AI systems as they currently stand, but also create serious harm in
their construction of realities for the people that are impacted by
them [2].

But then, how do we move away from this “recipe for cultural
imperialism and blindness to alternative voices” [34, p.108]? If there
is no universal ground truth, how can we ever know anything for
sure? At this point, Smith [34] warns against “laissez-faire ‘I’m
OK; you’re OK’ pluralism” as reaction to the rejection of a monist
ground truth. We should not soften the gravity of any discussion,
no matter the subject, but choose a life a in the middle ground:
finding some negotiated truth with the humility that comes from
being a participant in the world that we try to make sense of. We
argue that this humility, this deference for individual perspectives,
this participation in the real world, this impact of social context
we are embedded in, has immediate applicability to the AI systems
that we create and deploy today.

So far, we have referenced AI and HCI in the same way, but there
are philosophical differences between them. In this last section, we
attempt to bridge these differences and suggest a collaboration of
AI and HCI to study a mutual ToM of AI and humans.

5 MUTUAL HUMAN-AI THEORY OF MIND
The field of AI takes amore individualistic approach to agent agency,
in which architectures and learning methods are centered on solv-
ing problems, rather than on interactions and environments with
other agents. While the field of multi-agent systems has studied
those, its origin lies in game-theoretic thinking that sees agent be-
havior as utility maximization, again highlighting its individualistic
nature [9, 30, 34]. In contrast to AI, the field of HCI has highlighted
human agency and autonomy [4]. Though these word have been
giving a wide range of meanings — including subjective efficacy of
our own actions, material opportunities, and value alignment be-
tween morals and behavior — HCI focuses on the interdependence
of humans and how they are impacted by the social context they
are embedded in [4]. While their particular philosophies and focus
on agency can restrict both AI and HCI in defining an appropriate
ToM, the collaboration of them provides an opportunity to define a
potent mutual ToM.

Following from the ontological guidelines in the previous section,
a ToM should be mediated by other agents, non-prescribed, inten-
tional, and flexible. It should describe the embodiment of agents and
their struggle to fit their intentions with the non-conceptualized
world (i.e., their attempt to make sense of the world). Similarly, the
impact of others should be highlighted and how they shape the
concepts, ideas, and objects that we use to understand the world.
In the words of Smith [34] and Gallagher [11], deference should
be paid to both realistic and constructionist elements of a smart
perception. In doing so, a dual level account of ToM is revealed: (1)
the individualistic level in which agents come into the world with
their own mental apparatus and (2) the social level in which agents
are embedded in social contexts.

Given these two levels, both AI and HCI provide the tools to
study both levels, respectively. AI, with its focus on agents and
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architectures, can develop architectures that allow agents to pro-
duce flexible representations that are mediated and shaped by other
agents. HCI, on the other hand, can study the interactions and so-
cial milieu in which agents are embedded in and how they impact
the understanding of agents. A ToM that is then build on both AI
and HCI provides a potent framework to overcome the ontological
challenge of a participatory metaphysics described in this paper.

To make one last point obvious, for AI agents to develop a ToM
of other agents, they must be embedded in a human social context
if that ToM is supposed to be sensible to humans. Hence, an AI-ToM
must always be amutual human-AI ToM.Without the social context
we are embedded in, we (and AI) might not be able to make sense
of the world we live in, particularly of the mental states of others. It
might be as if living in a world that is full objects that we have never
seen — like the people in the introduction who have never seen a
smartphone — feeling and sensing their physical manifestations
without being able to register them as objects. It might be as if
having a not-so-smart perception [11] in a world full of human
objects. While it should be obvious to the reader that this has to be
true for the description of mental states (and an appropriate ToM),
in this paper, we argued, given Smith’s metaphysical account [34],
that it needs to be extended to all conceptualizations and objects.

6 CONCLUSION
This paper underscores the need to consider the ontological as-
sumptions inherent in our theories. By rejecting a metaphysical
realism, which states that objects and mental states exist indepen-
dent of interactions and perceptions, apparent conflicts between
traditional accounts of ToM (TT and ST) and perception theory can
be transcended. Our exploration into the participatory metaphysics
suggested by Smith [34], combined with Gallagher’s smart per-
ception [11], highlights the post-perceptional space of TT and ST
that both require an ontological parsing provided by perception. By
building on PT, we can ask what is required of perception to become
smart, paving the way for a novel theory of common ground that
highlights the interplay between individual perception and social
mediation of the references of everyday objects and mental states.
By advocating for a theory of common ground, we propose a shift
towards recognizing the mutual construction of reality through ne-
gotiation, social interaction, and shared intentions that is rooted in
a participatory metaphysics. Specifically, we propose guidelines for
a ToM that includes negotiation of reference between agents, emer-
gence of ToM from social interactions rather than pre-definition, a
focus on non-conceptual intentions, and flexible representations
of objects. We explicitly question the notion of ground truth in AI
in this ontological context. Finally, we argue that the references
and mental states we share with others include both individual
and social elements, which positions the fields of AI and HCI to
collaboratively develop a mutual human-AI ToM.
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